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ABSTRACT

23290

The par?bolic inelastic switching model é = &p(F)n(¢), where &p(F)
is the peak ¢ of a step-F switching, is improved by replacing the parabola
m=1- (qb/qbs)2 by the parabola n = 1 - [(2¢ + b= P/ (P, + ¢d)]2’ in
which ¢, is the ¢ value on the static &(F) curve. Additional models are
proposed for the initial elastic and inelastic % spikes of step-F switch-
ing. Using Burroughs’ Ext?nded ALGOL-60 language, a computer PROCEDURE
was written for computing ¢(F,$) from the improved.inelastic switching

model. Computer ALGOL-60 programs, which use the ¢(F,¢$) PROCEDURE, were

written for the numerical solutions of the following magnetic-circuit
problems: (a) For an unloaded core, switched by MMF drives of various
shapes, compute @¢(t) and ¢(t); (b) For a core switched by step-F and
ramp-F drives and loaded by various combinations of R, L, C, and a diode,
compute &(t), #(t), F(t), and the loading current i,(t); and (c) For a
core-diode shift register with a single ONE, compute the loop currents
and é(t), ¢(t), and F(t) of the transmitter, the receiver and the

receiver of the previous stage during the switching time; compute also
the flux-gain curves and back ZERO flux transfer vs. the transmitted flux.
The agreement between the computed and the experime&tal results 1is approx-
imately within ¢+ 10 percent, and in many cases even better. It was found
that switching parameters proportional to ép are lower for ramp-F than
step-F switching, and that computation accuracy is not sacrificed 1f the

time element At is below about 2 percent of the switching time.

The flux switching properties of a partially demagnetized core in
response to a rectangular TEST pulse were investigated. The partially
demagnetized state is obtained by first switching the core to negative
remanence, ¢ = -p_, and then partially setting 1t to ¢ = ¢ﬂs with a
rectangular MMF pulse of duration Tps. The switching properties are
measured as a function of three parameters: ¢pg, Tps
time, T,, from the end of the partial setting to the beginning of the

, and the period of

TEST pulse. The switching properties of each partially set state are

determined by means of three types of measurements: (1) static ¢(F) curves,

p-i e
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(2) é(t) waveforms, and (3) ép(F) curves. The experimental data for a
positive TEST pulse were similar to the results of a previous report
[Tech. Report 5, Contract Nonr 2712(00)] for a different ferrite material.
Switching from a partially set state can be described by the same para-
bolic model used for switching from ¢ = —¢,, except that a new parameter,

¢,., has to be included in 7. The parabolic model then becomes
¢ = MF-FDY {1-[(20 * 20+, —¢)/ (@, + 20 +,)]%}

In addition, the value of A is significantly lowered by partial setting

(e.g., about 40 percent for ¢ps = ~-%¢_ ), and F% was lowered a small amount
for small Tps (e.g., decreased about 10 percent for Pps = ~%®, and
Tps = 0.5 usec). In contrast to the results for a positive TEST pulse, a

negative TEST pulse results in a static ¢(F) curve having a lower threshold

and less rounding in the upper knee, and &(t) waveforms not accurately d

scribable by the parabolic model. k
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In the previous two reports on this project, Contract
NASw-6, SRI Project 3696, we were primarily concerned with the character-
istics of flux switching, and proposed several models for certain types of
switching. In this report, we have continued to investigate this subject,
with two objectives in mind: to study the physical properties of magnetic
flux switching in ferrites by means of flux-switching models, and to apply

these models to the solutions of engineering problems in magnetic circuits.

Switching models have been investigated for two cases of initial flux
state: |¢l = ¢, (residual saturation state), and |¢‘ < ¢, (partially set
state). In the first case, which 1is much easier to handle than the second
case, we have improved the parabolic inelastic switching model, and have
proposed additional models for the beginning of step-F switching. The
second case presents a much more difficult problem because of the multitude
of factors that affect collection, classification,. and interpretation of
experimental data of flux switching from a partially set state. The
experimental data accumulated so far have been restricted to partially
set states reached from ¢ = - by various time-limited step-F pulses.

By processing these data for different ferrite materials, certain switching
properties have been encountered consistently enough to justify the first

attempts of flux-switching modeling.

A large portion of the work to be described in this report covers the
area of application of the improved parabolic model to numerical analysis
of magnetic circuit problems. All of the computations have been performed
on a digital computer, using the international programming language
ALGOL-60. A computer was used not only because the switching model 1is
too complex to be handled manually, but also because of the low cost and
ease of extension to similar problems, once a proper program has been
written and debugged. For this reason, this report includes detailed
descriptions of the methods of computations and the computer programs
for solving magnetic-circuit problems. It is hoped that inclusion of
this detailed information would help others in using digital computers

for solving similar problems.




The work of this report can be utilized in many practical magnetic
circuits involving toroidal cores. Primarily, however, this work serves
as a preliminary step towards the use of switching models in numerical
solutions of engineering problems in magnetic circuits involving multipath

¢

cores. This, perhaps, explains why the words “multipath cores” are

included in the title of this report.

XX




I INTRODUCTION

This 1s a third report covering the subject of flux switching in
multipath magnetic cores. This subject has been studied in the past
three years under the sponsorship of Jet Propulsion Laboratory, Pasadena,
California. Before reporting on the last year’s work, we wish to summarize

the work of the first two years of the project.

The work of the first year is covered in a report I* entitled “Flux
Switching in Multipath Cores—-Report 1" (hereinafter referred to as

Report 1). The work can be classified into three categories:

(1) Survey of the U. S. and foreign literature on magnetic
multipath cores

(2) Organization of the material on magnetics in the files
of Stanford Research Institute

(3) Theoretical and experimental work on flux switching
phenomena.

The topics included in Report 1 are summarized as follows:

Section I—Flux-Switching Charactertstics. The equivalence between
toroidal and multipath cores is explained by introducing the leg model.
An elementary description of domain growth and flux density in ferrite
material is followed by discussing the static ¢(F) loops of toroidal and
multipath cores. A distinction is then made between the mechanisms of
elastic and inelastic switching. Models for elastic and inelastic switch-
ing, and their representation by electrical circuit analogue, are proposed.
Additional published thin-ring static and dynamic models are surveyed. i
Finally, the measurement and application of time-limited ¢(F) curves are

described.

Section II—Flux Transfer. The asymmetrical and symmetrical setting
characteristics associated with a multipath core are reviewed and analyzed.
All-magnetic flux-transfer schemes, of resistance and nonresistance types,

are described and compared in terms of speed and drive range of operation.

*
References are listed at the end of the report,
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Section III--Geometry Effects.The literature on flux division in a
three-leg Laddic is reviewed. Flux unsetting and oversetting, which result
from excessive drives on outer minor legs, are analyzed qualitatively, and
conclusions are drawn relative to multipath-core shaping in order to
improve the ¢(F) squareness, the signal-to-noise ratio, and the property
of flux clipping. Crude models for legs in series and in parallel are

proposed.

Section IV—Flux Pattern. Analog-to-digital conversion of flux-
pattern representation is assisted by using an arrow model. A distinction
is made between domains and domain-like zones in ferrite cores in order
to describe the flux pattern of set and cleared multipath cores. The
literature on pole distribution in toroidal and multipath cores is

reviewed.

Section V—-Literature Survey. The literature on multipath cores 1is
listed, classified, and frequently annotated. Most of the U. S. patents

that make use of multipath cores are also listed.

The work of the second year is covered in a report? entitled “Flux
Switching in Multipath Cores—Report 2” (hereinafter referred to as

Report 2). The topics included in Report 2 are summarized as follows:

Section I—Calculations. Hyperbolic models for B(H) are used to
calculate a static ¢(F) curve. The limitations of a leg model are
discussed, and p (inelastic switching coefficient) of a tapered leg 1s
calculated. Average values of p of a constant-width leg and a tapered
leg are calculated as a function of the amount of flux switching. The
parabolic inelastic switching model is applied in the calculation of flux

division of a three-leg saturable core, which is coupled to a resistive

load.

Section II—Experimentation. Experimental observations associated
with toroidal cores are discussed, including the effect of time rate of
flux switching on the static ¢(F) curve, testing of disks with large
OD/ID ratio, and ¢(¢) of a thin ring driven by variable-amplitude step
MMF. Switching in a core with a re-entrant shape is discussed, and
geometry considerations are applied to the fabrication of nonsaturable
and saturable three-leg cores. A test procedure is given for the deter-

mination of core parameters by measuring static @#(F) and ¢p(F). Flux




division experiments are performed, using a nonsaturable core and a
saturable core; the results of the latter are then compared with cal-
culated plots. The unsetting effect, caused by overdriving an outer

minor leg, is investigated experimentally and discussed.

The work of this last year is covered in this report in two main
divisions: Section Il discusses the application of improved switching
models in machine computation of flux switching in three types of magnetic
circuits; and Section IIT discusses the study of the flux switching prop-

erties from a partially set core.




II COMPUTATION OF FLUX SWITCHING IN MAGNETIC CIRCUITS

Two major topics are described in this section: improved switching

models; and the application of a computer to the numerical solutions of

magn
gn

(3]

tic circuit prohlems. Tn Part A, the parabolic model for inelastic
switching is modified, and new models are proposed for the initial ¢ spikes
of step-F switching. In Part B, a computer program is written for the
modified parabolic model. This program is then used inside other computer
programs for computing the flux switching of an unloaded core (Part C), a
core loaded by various types of load (Part D), and a core-diode shift
register (Part E).

A. IMPROVED FLUX SWITCHING MODELS
1. LIMITATIONS OF THE MODEL é = ép[l - (@/9p,)?]

Our inelastic flux switching model (see Report 2, pp. 8 and 40) has

so far been of the following form:

$ = @7 (1)

p

where ®, is the peak ¢, expressed as

0 if F<Fy
¢, = AF-FpY if Fy<F<F, (2)
p(F = Fy) if Fy <F

and where

2
n = 1"(;¢> . (3)

This switching model has the following limitations:

(1) The model assumes that F, if not time limited, is of
sufficient magnitude to complete the switching of flux
from -¢_ to t@ . The model is, therefore, inadequate




to describe switching that ends at ¢ below ¢_; that is,
for example, if the F value is near or below the “knee”
of the static @(F) curve.

(2) According to Egs. (1) and (3), if F is constant in time,
then @ reaches its peak value, ¢ , at ¢ = 0. This agrees
with experimental data only 1if the condition stated in (1)
is fulfilled, i.e., i1f the value of F is high enough to
switch ¢ to positive saturation. Figures 20 and 21(a) of
Report 2 indicate that for F values below the static ¢(F)
“knee,” @ reaches peak at ¢ = ¢ , where ¢ < 0, and that
the smaller the value of F is, the lower (algebraically)

1s.
Py

(3) Equations (1) through (3) are completely invalid to de-
scribe slow switching caused by a low F value which varies
between the static threshold value F} = H. !l  and around
the coercive MMF F_ = H_(l, + 1,)/2 (see Report 2, pp. 4-6
and 72-75). For such low-drive switching, and if F is a
step function, then, to a good approximation, ¢(t) has an
exponentially decaying waveform.

(4) Equations (1) through (3) are based on the assumption that
the leg is relatively thin. This is evident from Report 2,
pp. 39 and 40, where the effect of leg thickness on the
variations of H and B in the leg cross section are assumed
negligible. For relatively thick cores, this effect is
not negligible.

We shall now attempt to improve our inelastic switching model by

correcting the drawbacks outlined above, one step at a time.

2. Static-¢(F)-LimiTep ParaBoLIic MODEL

First, let us assume that the leg is relatively thin and that F 1is
larger than Fc, but not large enough to switch ¢ to positive saturation.
Under this assumption, we need to consider only Items (1) and (2) in the
above discussion in order to improve the inelastic parabolic switching

model, Egs. (1) through (3).

Consider the flux switching caused by essentially a step F, as shown
in Fig. 1. Two initial & spikes are distinguished before ¢(t) proceeds
essentially as a sech? function of time, in accordance with the Parabolic
switching model (cf. Report 1, pp. 27 and 28): an elastic high ¢ spike
during the rise time of F, followed by an inelastic decaying ¢ spike.

These 1nitial é spikes may affect the flux switching described by the modi-
fied parabolic model, because 1 is a function of @. We shall examine these

spikes 1in more detail later (pp. 10-12).
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FIG. 1 STEP-F FLUX SWITCHING

) After the initial inelastic ¢ spike has decayed to a negligible value,
?(t) may be described quite well by a sech® function of time. At t = t,,
@ reaches its peak value, ¢.>p. The corresponding flux level, b, 1s nega-
tive. The flux switching continues and, by definition of static ¢(F)

curve, ¢ = ¢, as t — © where (¢,,F) is a point on the static ¢(F) curve

of the leg. For a given value of F, we may calculate ¢, quite accurately




from the static ®(F) model suggested on pp. 5-6 of Report 2, by substi-
tuting the value of F into Eq. (17) or Egq. (18) of Report 2.

Based on the observations associated with Fig. 1, we conclude that
Eqs. (1) and (2) are still valid, but 7, in Eq. (3), must be modified to
include the following features: first, the final flux should be the @
value corresponding to the F value on the static ¢(F) curve; second, ¢p
(the @ value corresponding to ¢ = ¢p) is negative and its algebraic value
should decrease as F decreases. A modified parabolic model that satisfies

these two requirements 1s suggested:

2+ o, - o,\?
n = 1- 5 7o, ) (4)

The improvement in this expression for 7, compared with the one in Eq. (3),
allows us now to remove the artificial distinction between ¢  and @ (or
B, and B, ) that was introduced in Report 2 (see p. 3 of Report 2) 1in
order to get a better agreement with experimental data. A plot of the
modified 1 vs. ¢, Eq. (4), is compared with 7 vs. @ of Eq. (3) 1n Fig. 2.
Both 7(¢) plots are parabolas, and in both cases, 7 = 0 at ¢ =~ @_. How-
ever, in the modified expression for 7, Eq. (4), the axis of symmetry is
at @ = (¢, - @4)/2, rather than at ¢ = 0, and the second value of @ for
which 7 = 0 is @,, rather than t¢_. In fact, Eq. (3) may be regarded as
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FIG. 2 TWO PARABOLIC 7(¢) PLOTS




the asymptotic expression, as F becomes large enough to switch @ to P,

of the more general expression given by Eq. (4).

Thus, the switching model expressed by Eqs. (1), (2), and (4) over-
comes the drawbacks of our previousmodel, which are listed under Items (1)
and (2) above. The modified model, referred to as “static-@(F)-limited

parabolic model,’” is summarized graphically in Fig. 3 by tracing the

switching behavior caused by three values of F, 1.e., Fl, F2, and Fg.

STATIC ¢(F)
CURVE
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FIG. 3 GRAPHICAL RELATIONS AMONG #,(F), 7 (F), AND (/)




3. INiTIAL SPIKE MODELS

We shall now examine the elastic and inelastic initial ¢ spikes in
Fig. 1, which result from an applied F of a short rise time, t, and a con-

stant amplitude, F.

a. ELASTIC QDI SPIKE

The elastic initial ¢ spike, denoted by ¢51’ occurs chiefly
during the rise time of F. The peak of this spike is reached near
t = Tr/2, when ﬁ is maximal. This is in agreement with the elastic
switching model proposed on p. 23 of Report 1; 1.e.,

P, = ¢€F (5)
where €. is the elastic switching coefficient. To a good approximation,
€, = dbg_/dF. The value of €, may be calculated from Eq. (34) on p. 23
of Report 1, except that instead of a we use here, as on p. 3 of Report 2,
the symbol Ha. Since F is relatively low, the term In (lo/li) in
Eq. (34) of Report 1 may be neglected. Furthermore, since ¢ = B hw,
Eq. (34) of Report 1 is reduced to the following:

1 1
—_— |+ F -
Hali—F> H1 -F HIL, -F

a o

@s_©r Hal'o—F
: (1, - 1)H, |

In order to evaluate ¢ , F = FD/2 should be substituted in Eq. (6). How-
ever, in most practical cases, F, << H [, so that €; 1s hardly affected

by F, and Eq. (6) 1s reduced to

~ <’DS —(’Dr lO
€. = ————— In . (7)
‘ (1, = L)H, 1

13

This expression is identical with the expression for € in Eq. (35) of
Report 1 (p. 23) if, in the latter expression, f, 1s neglected relative
to (B, =B )/H,.

Detailed & waveforms during and past the rise time of the ap-
plied F are shown in Fig. 4 by expanding the time scale of Fig. 1(a). To avoid
ambiguity, the rise time T is defined as the time during which F rises

to 0.95F,. Near t = T_, there is a sudden change 1n the flux-switching
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FIG. 4 MODELS FOR INITIAL ELASTIC AND INELASTIC ¢ SPIKES

mechanism. This change involves a transition from the elastic P spike

to a decaying inelastic ¢pi spike, to be discussed next.

b. INELASTIC ¢i SPIKE

The 1inelastic épi spike appears to decay exponentially with a
time constant U from an initial value ¢pi0 at t = T . The initial ex-
cess drive-MMF responsible for this inelastic switching is (F, = F}),
where F7 is the minimum static threshold (cf. Fig. 1). As an approxima-

tion, 7, is inversely proportional to (F = Fj), and ¢ , is proportional

. p il
to (FD— F%). Thus, the inelastic ¢pi may be described by the function

. . ~lee-r /7] “(e- on
Poi = Poi0¢ ' o= p(Fp - Fye TR (TR /ey (8)

where P, and Ci are constants 1in time.

At present, we can only speculate about the physical mechanism
of the épi spike. If F, is not too high, the value p,(F, = F}) has been

reached by elastic domain-wall motion during the rise time. Referring

11




to Fig. 4, note that the rising &p, which is described by the parabolic
model in Egqs. (1), (2), and (4), is distinguished from the decaying Py

Eq. (8). These inelastic ¢ waveforms seem to result from different mecha-
nisms of domain-wall motion. The inelastic ¢ described by the parabolic
model of Egs. (1), (2), and (4) results from domain-wall motion which 1s
accompanied by domain collisions. The random distributions of the velocity
and collision of these domains appear to be the cause for the bell-shaped
é waveform. On the other hand, épi,

those walls that do not collide with one another. The motion of each of

Eq. (8), arises from the motion of

these domain walls terminates when the wall is obstructed by an energy hill
of a high slope. The exponentially decaying waveform of épi results from
the random distribution of the distance from the first energy hill to the
obstructing energy hill. Initially (at t = T ), all walls move, so that
épi is maximal. As more and more walls are obstructed, épi decreases and
finally disappears. The higher the initial excess MMF (F, - F3) is, the
smaller is the number of noncolliding walls (more precisely, the smaller
is their total area); hence, o, should decrease as Fjincreases. Further-
more, the higher (F, - F}) is, the faster is the motion of these domain
walls; this explains why 7, = C,/(F, - F3) and épio = p(F, = F}) in

Eq. (8). Typically, for F, value larger than the coercive force F_, T,

is much smaller than the switching time.

Better understanding of the flux switching phenomena associated

with the initial ¢ spikes requires further investigation.

4. ErfFeEcts ofF CORE THICKNESS

The switching models described so far, except for the static ¢(F)
model of Report 2, 1gnore the variaﬁion of H and B in the leg cross section.
For cores with wide legs, this variation is not negligible. Integration of
the function B - ép - 1(B) [which corresponds to Eq. (1)] over the leg cross
section cannot be expressed in a closed form. We have, therefore, to resort

to numerical integration.

In Fig. 5, a leg of width w is divided into n thin leg elements, each
having a widthAw = w/n. Consider an arbitrary jth leg element whose aver-
age length is [;. Substituting x = [j — (1/2)]Aw into Eq. (26) of Report 1,
we find that

L= 1, - + ']‘ : (9)




RA-3696-214

FIG. 5 DIVISION OF A THICK LEG INTO THIN LEG ELEMENTS

The cross-sectional area of the jth leg element is, simply,

A = — . (10)

The switching parameters of the jth leg element are determined from the
expression on pp. 39 and 40 of Report 2. Following Egs. (91), (92), (88),
and (89) of Report 2,

A
Moo . (11)

(lj)y
F%j = Hgl} (12)

A.

. J
/_)Pj = C_,pT (13)

J

and

FOj = Holj . (14)




Similarly,

F,. = H,l . (15)

Following Eq. (2), and since F is common to all leg elements,

0 if  F <y
P, = A FL)Y Af Fo  SF S Fy (16)
<F

ppj(F - Foj) if  Fy,

The function Pqj VS F [i.e., the static ¢(F) curve of the jth leg
element] may be determined from Eqs. (16), (17), and (18) of Report 2 (in
which B__ is replaced by B ) by letting

L, — L,
l,, = l. +—— (G - 1) (17)
i ] i n
and
L, = L,
loj = 1.t ———;——— J . (18)

Note that li}/loj increases with j, thus having a minimum value (worst
case) for j = 1. An alternative method of determining @dJ(F), which 1is
simpler but less accurate, is based on treating the original hyperbolic
model for static B(H) curve, given on pp. 3 and 4 of Report 2, as the
static ®(F) curve of a leg element. This method is justified if n>>1 /I,

~

since, under this condition, I, = loj [Eqs. (17) and (18)] for the worst

case of j = 1. Thus, 1f F fAchlj, then

¢, = -A|[B +-—— (19)

and 1f chlj < F, then

F - Hqij
Pq; = Aj|TB. t (B, ¥ B) T (20)
noj
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where H , is expressed in Eq. (12) of Report 2. Applying Eq. (4) to a

leg element whose flux is ¢j,

20, @~ @\
T B . (21)
Pt Py

s

where @Sj = ¢ /n = B_h w/n.

N

Combining Egs. (16) and (21), the over-all @ is the following

summation:

n
¢ = ,él P, ; P (22)
The material switching parameters associated with épj (i.e., «, HYy,
v, Qp, H,, and HB) and the ones associated with 7, (t.e., B,, B, H_, Hq,
and H ) have been used in the expressions above. These parameters can be

determined from experimental ép(F) and @,(F) curves of an ultrasonically
cut, thin, ferrite ring of the same material as the core under investiga-
tion. The error introduced by this method stems from the fact that the
ultrasonic cut can cause a change in the strain conditions. This error
may be decreased by refiring the thin ring under the conditions of the
original firing. An alternative method, which is more practical, 1is to
calculate the material parameters from experimental ¢, (F) and ép(F) curves
of the actual core under investigation. Here, a cut-and-try method, (or a
more straightforward method) may be employed in correlating between the
measured static ¢, (F) curve and Egs. (16), (17), and (18) of Report 2, and
between the measured @p(F) curve and Eq. (22).

5. SUMMARY

The parabolic inelastic switching model é = épn is modified by re-
placing the parabola 71 = 1 - (@/@s)z by a shifted parabola,
n=1- [(20 + P, - CPd)/(CPS + @d)]Q, in which, for a given F value, ¢, 1s
the @ value on the static @(F) curve. Switching models are proposed for
the initial ¢ spikes caused by a step MMF, F,, with a short rise time, T, :
: = eiF, where €, = [ln (L, L) e, =)/
[(lo - li)Ha], and the inelastic component ibi=;q(FD‘Fz)emp (-(e-T )(F,=F3)/

the elastic component, ¢_,

Ci], where o, and C,; are constants, and F) 1s the threshold of the static

@{(F) curve. The effect of core thickness on the @ waveform is taken into
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account by dividing the leg into n thin leg elements, calculating
®j ¢p]n] of each jth leg element accordlng ‘to its length [, =1, -,-1,)/

(2n) + j(I, = 1,)/n, and summing, i.e., P = s ¢
j=1

B. COMPUTER PROGRAM FOR THE PARABOLIC &(F,¢) MODEL
1. INTRODUCTION

Practical application of the switching models of Part A to magnetic

circuits requires the use of digital computers. Until a few years ago,

such a use was too complicated for routine engineering problems. However,
the development of simpler programming languages, such as ALGOL and FORTRAN,
together with a compiler program that translates these languages to a ma-
chine language, has changed the situation considerably. An engineer who 1s
unfamiliar with machine language can now program his own problems with
little difficulty. 1In this report we shall use the Burroughs extended
version®* of the international language ALGOL 60 (which stands for ALGO-

rithmic Language, 1960 revision).

An important feature of ALGOL 60 is the ability to write a special
program, called PROCEDURE, within the main program (the comparable special
program in the FORTRAN language is called a FUNCTION subprogram). The main
program may include several PROCEDUREs, each of which is 1dentified by 1its
own name. A PROCEDURE has a set of input and output parameters, each of
which is called by a different name, or identifier. When a PROCEDURE 1is

declared, these identifiers are listed (in parentheses) following the PRO-

CEDURE’S name. At any place in the main program where there is a need

for the execution of one of these special programs, all that is needed to
do is to call the name of the corresponding PROCEDURE and to assign values
(or identifiers that are used in the main program) to the input and out-
put parameters in the order of their appearance in the original declara-
tion. A program of any computational process that has to be executed re-
peatedly (in one or more than one program) will be written as a PROCEDURE.
A process of this nature is the computation of ¢ as expressed by the
parabolic model in Egs. (1), (2), and (4). The corresponding PROCEDURE

will be used later in solving magnetic circuit problems.

2. PROCEDURE FOR COoMPUTING P(F,¢)
a. INPUT AND OUTPUT

In Eq. (1), ¢ is given as a product of ép and 1. Following

Eq. (2), ép is a function of F; following Eq. (4), and since ¢, is a

16




function of F, m is a function of both F and @. We may thus express

Eqs. (1), (2), and (4) formally as
o = @F¢) . (23)

We now wish to write a PROCEDURE for computing the relations
expressed by £q. (23). The input parameters of the ¢ PROCEDURE are F and
@. In addition to ¢ 1tself, we wish to have Py and ?:/DF {(which 1s de-
noted by é‘) as output parameters for the following reasons. Following
Eqs. (1) and (4), ¢, must be computed in order to compute é. We might
then as well declare ¢, to be an output parameter, and thus be able to
plot the calculated static ¢(F) curve. The output parameter @' will be
used in the solution of magnetic circuit problems, using the method of

successive Newton’s approximations, as we shall see later in Parts D and E.

b. CORE PARAMETERS

In addition to F and ¢, the core parameters must be provided in
order to compute @(F,®). These include the parameters, li' L, P, ¢s,
H_, Hq and H_for computing 7m [from Eq. (4)], and the parameters A, Fo, v,

L., F,, and F, for computin ¢ [from Eq. (2)].
0 B g ¥p

.
In order to be able to use the same @(F,¢) PROCEDURE for dif-

ferent cores, the values of the core parameters will be given in the main

program rather than inside the PROCEDURE.

The six parameters appearing in Eq. (2) may be determined by
driving the core under study with a step-MMF of variable amplitude, F
and plotting ép versus F. The values of F, and F can be determined
easily and quite accurately from the plot of P, vs. F on linear graph paper.
(Determination of the value of F, from the same plot is less accurate.) On
the other hand, the values of A, FS, and v are best determined from the
plot of @p vs. F on log-log paper. However, the two expressions for @p in
Eq. (2), as well as their derivatives with respect to F, should be equal at
F = Fgp. These requirements result in the following two constraints on the

six parameters appearing in Eq (2):

s~ Fo (24)
) P (24)
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and
o
a- d . (25)
v(F, - Fv™!

It is, therefore, concluded that only four independent parameters are
needed 1n order to compute ¢p vs. F. One might, therefore, be inclined
to have the two remaining parameters be computed by the computer itself.

This practice may be valid in special cases, but not in general.

Bearing in mind that the constraints in Egqs. (24) and (25) must
be satisfied, we shall nevertheless continue to use six parameters in com-
puting ¢P, for the following reason: In fitting Eq. (2) to the measured
ép(F) curve, two different portions of the curve are used to determine the
parameters O . F, and Fg and the parameters A, v, and Fg. Such a fit 1is
never perfect. In fitting Eq. (2) to one of these portions, three of the
six parameters are determined. Because of the constraints in Egs. (24)
and (25), we are free to select only one additional parameter. This may
result in a rather poor fit between Eq. (2) and the other portion of the
measured ép(F) plot. 1In order to get an over-all best fit, we wish to
have the freedom to adjust any one of the six parameters. Therefore, we
shall not state a priori which four of the six parameters should be de-
termined independently and leave the other two parameters to be computed

unmonitored inside the PROCEDURE or in the main program.

c. SEQUENCE OF COMPUTATION

It can be seen from Egs. (1), (2), and (4) that @' includes the
terms ¢$ = dq%/dF and ¢; =(i¢p/dF. Computation of ¢ and @' vs. F and @ 1is
preceded by computation of @, and ¢, and computation of ép and @;. The de-

tails of this computation are described as follows.

Computation of @, and @; vs. F follows Egs. (16), (17), and (18)
of Report 2, except for one simplification: The threshold field H ,, of
Eq. (12) in Report 2, is replaced by H

g which is very close to H ,. For

example, on p. 74 of Report 2, H_, = 36.03 ampere-turns, where Hq = 36.00

th
ampere-turns. In computing ¢, and ¢, vs. F, the following terms are inde-
pendent of F, and hence may be computed only once, if only one core is 1in-

volved in the main program:

F, = HIL, . (26)

18



Foo = H1, | (27)

P, T P,
V = —_— . 28
: (L, = 1)H, (28)
and
(¢, + @ )H
Vo= / (29)
: (ln - li)Hn

Here F,, and F,, serve to determine whether either Eq. (16) or Eq. (17)
or Eq. (18) of Report 2 is valid, and V, and V, are merely abbreviations.

Computation of de and f,DC'l vs. F is, therefore, as follows: If F < F then

127

F-H1,
P, = VlF ln (}ﬁ.—)—@’ (30)

F-HI, . .
o= Vot + F - ; (31)
“a VI (F—Halo F-H1,

if F <F<F then

and

12 — Yo
¥ H
YT
F 1 1 q
= V. |— - + F—-— ) ln|{—— || - (32)
Py 2| g L (H H ) " H 1l r
q n q n o1
1 — ——
F
and - R
( Hn)
F -—
) 1 1 1 s Hq Hnll
wooo= V= +|— - — In - ; (33)
‘ *lH, \H, H, F-H_ 1, F-H.1,

and 1f F23 < F, then

L F-H1,
= V[t - 1.+ Fl—=-—1]1 I — - (34)
(pd 2 o ll (Hn Hq) n F - Hnli @r
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and

11 F-H1, H (L, =1,)
s Vl—-=]|ln |/ tF . (35)
i N\H, H "\F-H1, (F - H 1 )(F - H1,)

" 9

Using Eq. (2), computation of &p and @é is as follows:
If F < Fg, then ép = 0 ana é; = 0; otherwise, if Fé < F < Fg, then

¢, = ANF - Fp¥ (36)
and

¢, = MWI(F-F)Y 1 (37)
and if F, <F, then

¢, = 0, (F - Fg) (38)
and

¢ = P, (39)

Having thus computed éd, @;, ép, and é;, we finally compute the
values of ¢ and é', using Eqs. (1) and (4) as follows:

. . 20 + ¢, = P\ 40)
¢ = ¢ |1 - |——— 40
F ¢s +(pd )
and
. 20 + o, = o\ . . (29t mp (@t @)
¢ = - ¢, t 4P P,
! P, * P, ! ’ (¢, + @) ° ’

(41)
For practical reasons, switching is assumed to be terminated when ¢
approaches ¢, to within, say, 0.001¢ .
d. OUTLINE FOR COMPUTER PROGRAM

The actual PROCEDURE for computing é(F,@) is given in Appendix A,
together with some explanatory remarks. The outline of this PROCEDURE is

as follows:
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(1) Declare all the identifiers to be used in the
PROCEDURE, 1in accordance with the rules of the
ALGOL-60 language.

(2) Compute (only once*) F12’ F23, Vl and V2, using
Eqs. (26) through (29).

(3) Compute ¢, and @, using Eqs. (30) through (35).
(4) Compute ép and é;, using Eqs. (36) through (39).

(5) Compute @ and @', using Eqs. (40) and (41). If
@ approaches ¢, to within 0.001¢r, let @ = 0.

e. INITIAL @ SPIKES

The computation described so far is based on the parabolic model
for inelastic switching. The elastic and inelastic 1nitial é spike models,
Egs. (5) and (8), could have been added with no difficulty. However, we
have not included these models here for three reasons: first, the model
for épl, Eq. (8), appears to be.suitable for a step drive only; second,
manual computation of ¢_, and @piis quite simple; and third, the initial
spikes should be investigated more thoroughly before being included for-
mally in the é(F,@) PROCEDURE. Further investigation of the initial spikes
(including the writing of a computer program for their models) will be made
in future. Similarly, the validity and efficiency of Egs. (9) through (22}
in describing the effects of core thickness on the ¢ waveform will also be

investigated.

f. APPLICATION

We now wish to apply the actual é(F,¢) PROCEDURE (c¢f. Appendix A)
to various magnetic circuit problems. We shall start with an unloaded core
(Part C), proceed with a core loaded by different types of load (Part D),
and end up with the problem of a single ONE transfer in a core-diode shift

register (Part E).

3.  SUuMMARY

A PROCEDURE for computing &(F,@X based on the modified parabolic
model for inelastic switching, was written in the Burroughs’ Extended
ALGOL- 60 computer-programming language. In addition to the input param-

eters F and ¢, the values of the switching parameters are fed 1nto this

*

If two or more cores are involved in the main program, F]o' Fog‘ Vj' and V2 shounld e¢ither be
treated as core parameters or be computed each time the PROCEDURE is called.
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PROCEDURE from the main program. The output of the ¢(F,¢) PROCEDURE
includes ¢; and b' = AP/OF as well as @.

C. UNLOADED CORE

Improved flux switching models have been proposed in Part A, We
now wish to describe the application of these models to the computation
of ¢(t) of different unloaded cores with various drive conditions, and

to compare the results with experimental data.

1. EXPERIMENT

Two toroidal ferrite cores of considerably different dimensions and
material properties were employed in a no-load experiment. The first
core was a thin ring of OD/ID = 1.06, which had been cut ultrasonically
from a 1/2-inch-diameter, Telemeter Magnetics T-5, ferrite disk. This
core is referred to as Core E-6, following 1ts designation 1n Report 2,
pp. 55-58. The second core was a commercial switch core of OD/ID = 1.61
(Lockheed 145SC1, 145-mil OD, 90-mil ID), which will be referred to as
Core J-1. The dimensions, switching parameters, and material parameters
of the two cores are given in Table I. Note that only half of the param-
cters in Table I, such as the ones marked by asterisks (*), are needed
for the @(Fxp) PROCEDURE. The other half are included in Table I only

for possible future reference.

Each of the two cores was driven by step-MMF drives (actually, with

a rise time of 50 nanoseconds) and ramp-MMF drives. In addition, Core E-56
was driven by triangular and trapezoidal drives. The shapes of the various
drives and the definitions of their parameters are shown in Fig. 6. For

the step drive, the rise time T  1s defined as the time during which F
reaches 95 percent of Fp; T  1is much smaller than the switching time, 7T
For the ramp drive, the slope 1s defined in terms of an arbitrary F value,
F,, and the corresponding t value, T . The purpose of this definition is
to enable us to write a single expression for F in the computer program
of both the step-drive and ramp-drive cases. The various MMF drive cases

for the two cores are summarized 1n Table II.

The temperature was regulated to 99 + 0.5°C for Core E-6 and 30 +0.5°C
for Core J-1. Oscillograms of #(t) for the various drive cases of Table II
were photographed. These results will be compared later with the corre-

sponding computed curves.




Table I

DIMENSIONS AND SWITCHING PARAMETERS OF CORES E-6 AND J-1

(Parameters marked by * are needed inthe ¢(F,¢) PROCEDURE, Appendix A.)

CORE E-6 CORE J-1
PARAMETER Te erlmtertaesro nMiacganlelcyi Cu zT‘ ° L(0:2 :.:.Z : 3 i Sfl
29 + 0.5°C 30 + 0.5°C
r,/r; 1.06 1.61
r, (mm) 3.75 1.84
r, (mm) 3.53 1.143
h (mm) 0.688 1.778
w (mm) 0.216 0.70
*li (mm) 22.19 7.18
*1, (mm) 23.54 11.58
1Y (mm) 22.86 9.38
A (mm?) 0.1486 1.244
*¢, (maxwells) 3.45 31.0
o, (maxwells) 3.73 33.48
*H, (amp-turns/meter) 230.0 250.0
*Hq (amp-turns/meter) 35.0 26.0
*Hn (amp-turns/meter) 30.0 22.5
A (ohm/‘turny+lampv-1) 0.069 1.64
*Fl(; (amp-turn) 0.95 0.27
*y 1.31 1.43
‘0, (ohms/turn?) 0.112 2.27
*Fo (amp-turn) 1.45 0.55
* B (amp-turns) 3.00 1.2
B_ (wb/meter?®) 0.232 0.249
B, (wb/meter?) 0.251 0.269
k (ohms/turn”*lamp’ Imeter™) 3,250 2,612
H[(; (amp-turns/meter) 41.6 28.8
{, (ohms/turn’meter) 17,230 17,116
Hy (amp-turns/meter) 63.9 58.6
ffB (amp-turns,meter) 131.2 128.0
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FIG. 6 WAVEFORMS OF DRIVE MMF

Table II
MMF DRIVES APPLIED TO UNLOADED CORES

CORE E-6 CORE J-1

MMF DRIVE SHAPE FD Tr Th Tf FD Tr

(amp-turns) | (usec) | (usec) | (usec) | (amp-turns) | (usec)
Step 1.1 0.05 - -- 0.60 0.05
Step 1.2 0.05 -- -- 0.975 0.05
Step 1.7 0.05 -- -- 1.938 0.05
Step 2.7 0.05 -- -- -- --
Ramp 4.16 1.164 -- -- 1.20 1.40
Triangular 3.277 0.90 0.0 1.12 -- --
Trapezoidal 2.923 0.68 0.4 0.82 -- --
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2. COMPUTATION
a. METHOD OF COMPUTATION

The parabolic model for the inelastic é, Eqs. (1), (2), and (4),
has been formally expressed in Eq. (23) as é(F,¢). However, since F 1s a

function of time, an alternative expression for @ is

Here, ¢t is an independent variable and @ is a dependent variable. Since
Eq. (42) is a nonlinear differential equation, the solution of this equa-

tion will be obtained numerically.

There are several known ways to solve a differential equaticn
numerically. The method to be used here (referred to as Method II by

Milne®) is (briefly) as follows. Starting from an initial time, ¢ we

07
divide time ¢t into small At intervals, and denote the values of F, ¢, and
¢ at time t_ = t, * ?zﬁt by F , ¢, ?nd ¢,, respectively. Suppose that
the values of Pregr Pregs Puoy and ¢ _, have been determined. We now wish
to compute ¢ and ¢ . Two formulas are considered for computing an ap-

proximate value of @ :

P, @ _, t20tp, (43)

and

+(2>n—1
T TR .Y J (44)

a
&

Starting from a known value of ¢, ¢ in Eq. (43) is obtained by using
¢n"l’ which is the slope of ¢(t) at the average time t _ = (¢t * t _,)/2;
on the other hand, ¢ in Eq. (44) is obtained by using (@H + én_l)/Q, that
is, the average slope of ¢(t). Using Taylor’s series, it can be shown?®

that Eq. (43) is more accurate than the relation P, = P, + At@n_l, but

-1
1s less accurate than Eq. (44). We, therefore, prefer to use Eq. (44),
but since én is unknown to start with, we shall use Eq. (43) only to obtain
an initial approximation for ¢ , and then proceed to use Eq. (44) in an
iterative manner. Alternative formulas, 3 which are slightly more exact
than Egqs. (43) and (44), will not be used here because of the increased

complexity of computation.
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b. BEGINNING OF SWITCHING

In order to save computation time, n = 0 corresponds to the be-
ginning of flux switching (i.e., to t = t ), when F reaches F. Since
~
F =N, t/T_, then,

e

(45)

Note that Eq. (45) holds also for what is essentially a step drive, i.e.

a constant-amplitude drive with a short rise time.

c. TIME INCREMENT AND APPROXIMATE SWITCHING TIME

The length of the time increment At depends on the switching

time 7 . The shorter 7_ i1s, the shorter must At be. In order to determine
At, we shall compute 7, corresponding to¢ = 2¢ very crudely, and assume
that At 1s proportional to 7 ,—for example, 73/500. An approximate value

of 7 1s obtained by equating 2¢_ to the time integral of ¢ T o(F - Fy),

in which ; T 0.6pp (see Report 2, p. 21). The use of Fg instead of F, is
needed for drives with amplitudes below F,. Such a step is justified for
two reasons: first, the value of the computed 7 need not be exact at all;
second, the resulting value of 7 is smaller than the value obtained by

using F (although this amounts to longer computation time, the accuracy

of computation can only be improved because of smaller values of At). For
a step drive F, - NDID’ the time integration of ¢ and 0.6pp(F - Fg) from
t =0 tot = T, glives
~ q)'
Ts step - _ " (4'6)
g O'3f$(NDID Fy)

For a ramp drive, F = NI, t/T,. The time integration of é)and0.6pL(F-Fg)

from t = t,, Eq. (45), to t = 7  gives

e

(47)

s,ramp
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d. DRIVE CURRENT VS. TIME

From Fig. 6(a), the essentially step-drive current may be de-

scribed by the function

t
i, = ID * min (77,l> . (48)

For computational purposes, Eq. (48) may also be used to describe a ramp-
drive current, Fig. 6(b), during switching time, provided that T > 7 _.

From Fig. 6(d), the trapezoidal drive may be described by the function

_ E ‘ ¢ | r.+T, + Tf -t (49)
i, = p ~omin {1, .
T T,

For a triangular drive, Fig. 6(c), we simply let T, = 0 in Eq. (49).

PROCEDUREs for min functions of two and three variables, such
as appear in Eqs. (48) and (49), as well as for a max function of two

variables, are given in Appendix B.

e. SEQUENCE OF COMPUTATION

When the initial switching time, ty and the time 1increment,

Ot, have been determined, the time of any nth At, t, = t, + At, 1s used

-1

to determine Lpn and, hence, also Fn = N Computation of ¢ and ¢, 1is

plDn:
performed in one or more iterations, not counting the initial approxima-
tion. Each iteration is denoted by a subscript j 1in parentheses. The

initial approximation (j = 0) for @ 1is obtained by using Eq. (43):

¢n(0) = ¢n‘2 * 2At¢n—1 (50)
For j =1, 2, ..., én(j) and @ (,, are computed by using Eqs. (23) and
(44) respectively:
<Z>n(j) ¢[Fn’¢n(j-l)] (51)
and
én(j) + g'Dn“l 5
©n(j) = ¢n‘1 * At 9 (5 )




Application of Egs. (51) and (52) is continued until the change in ¢, or
én from one iteration to the next is negligible. (In practice, one or
two iterations are sufficient). The final values of @n and ¢ are re-
corded, and t is advanced by At in order to compute %n*l and ¢ _,, in a

similar manner. The computation is terminated when ¢ = 0.

The number of iterations for each At is counted. If this number
exceeds, say, 10, we may assume that the computation of ¢n has either con-
verged too slowly or has diverged. Because of the latter possibility, the
initial approximation, Eq. (50), should be restored and corrected only

once, before proceeding to the next At.

f. OUTLINE FOR COMPUTER PROGRAM

The actual computer program for the no-load case is given in

Appendix C. The outline of this program is as follows:

(1) Declare all identifiers, input-output lists and
formats, and PROCEDUREs to be used in the program,
in accordance with the rules of the ALGOL-60
language.

(2) Read in the core and drive parameters, and set
initial values for all of the variables.

(3) Compute the following:

(a) An approximate switching time, 7 _, using
Eq. (46) for a step drive, or Eq. (47)

for a ramp drive
(b) The time increment, At (e.g., At - 0.00275)

(c) The time for beginning of switching, t,,
using Eq. (45).

(4) Starting from n = 1, for each nth At during
switching:
(a) Compute t = t,o, T Ot iy, lusing Eq. (48)
for a step or a ramp drive, or Eq. (49) for
a triangular or a trapezoidal drivel, and

Fn = NDiDn'

(b) Use Eq. (50) for an initial approximation
of ® , and Egs. (51) and (52) for an itera-
tive solution of ¢, and @ _, until the
change in @ is negligible. If the number
of iterations reaches nine, restore the
initial approximation, and perform only a
single correction, before proceeding to the
next Ot
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(5) Print output (t, @, ¢, ¢d, F, and number of itera-
tions), say once every 25 At’s.

(6) Stop computation when ¢ = 0.

This computer program was applied to compute ¢(t) in all the
cases listed in Table II, p. 24.

3. MaNuAL COMPUTATION OF INITIAL SPIKES

The elastic and inelastic initial ¢ spikes were computed manually

for the four step-drive cases of Core E-6 listed in Table II.

The elastic ¢ was computed from Egs. (5) and (7). Substituting the
H l and 1, (see Table I) into

values of the core parameters ¢_, ¢, , H_,
Eq. (7), €, was found to be equal to 5.25 -107'% ohm second/turn?. Since

o
exact details of the slope of F(t) during its rise time were lacking, the
peak of F was assumed to be approximately equal to FD/Tr' Thus, for
F,=1.1, 1.2, 1.7, and 2,7 amp-turns, the peak values of ¢€i were found
to be 12.83, 14.00, 19.84, and 30.50 millivolts/turn, respectively.

The inelastic % spike was computed from Eq. (8), in which
F7 = qui = 0.775 amp-turn, p, T 0.01 ohm/turn?, and €, = 0.14 amp-turn-
microsecond. The values of o and C, were obtained by correlating Eq. (8)
and the difference between the experimental ¢ oscillograms and the ¢ curves
computed by using the é(F,¢) PROCEDURE. Following the relations
Ppio = £(Fy = F3) and 7, = C,/(F, = F}), it was found that for F, = 1.1,
1.2, 1.7, and 2.7 amp-turns, ¢pi0 = 3.25, 4.25, 9.25, and 19.25 millivolts/
turn, ard that 7 = 0.431, 0.329, 0.151, and 0.0727 microsecond,

respectively.

The tota% é was obtained by adding éei and épi to the main ép com-
puted by the ¢(F,¢) PROCEDURE. Using Eq. (45), the time t, at which the
main ép starts to rise is 0.0431, 0.0396, 0.0279, and 0.0176 microsecond
for Fy = 1.1, 1.2, 1.7, and 2.7 amp-turns, respectively.

4. EXPERIMENTAL AND COMPUTED RESULTS

Experimental and computed curves of @ vs. t for the unloaded cores are com-
pared in Figs. 7 through 9. Except for Fig. 8, the experimental curves are
photographs of the original oscillograms. The computed curves were traced
manually from curves that were first computed on a Burroughs B-5000 com-

puter, and later plotted automatically on a CalComp, Model 570, plotter.
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FIG. 8 EXPERIMENTAL AND COMPUTED #(t) WAVEFORMS OF CORE E-6
SWITCHING WITH NO LOAD AND VARIABLE-F DRIVE
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The results for Core E-6 are compared in Fig. 7 for four values of
step drive, and in Fig. 8 for ramp, triangular, and trapezoidal drives.
The experimental elastic initial spikes in the first two cases of step
drive, Figs. 7(a) and (b), have been retouched because the original traces
were too faint to be reproduced photographically. Unfortunately, these
P
Compared with the computed peak values of 12.83 and 14.00 millivolts/turn,

ci Spikes are masked by the computed spikes as a result of the time scale.

the experimental values are 12.3 and 17 millivolts/turn for FD = 1.1 and
1.2 amp-turn, respectively. In each of the cases of Fig. 7, the manually

computed elastic and inelastic initial @ spikes have been added to the

main é(t) plot that had been computed on a computer.

The results of Core J-1 are compared in Fig. 9 for three values of
step drive and a single ramp drive. The computed é(t) waveforms do not

include the initial ¢ spikes.

On the average, At was 0.065 percent of the actual switching time.
The over-all computation time for all the cases above was about 5 minutes,
including 50 seconds of compiling time. When no automatic plotting was
involved, the computation time was about 4 minutes, including 20 seconds

of compiling time.

5. DrIscussIion
@a. STEP-DRIVE RESULTS

The variation of ¢ vs. F of Core E-6 during switching is shown
in Fig. 10 for each of the step-F cases, superimposed on the static @(F)
curve. Referring to Fig. 7, we see that the agreement between the com-
puted and the experimental é(t) waveforms becomes worse as F decreases
below the F values around the “knee” of the static ®(F) curve. A similar
comparison for F = 1.0 amp-turn (not shown in this report) indicates that
the computed @(t) is too low, and, consequently, the computed switching
time is too long. Although there is no doubt that the parabolic model for
inelastic switching has been improved considerably by replacing Eq. (3) by
Eq. (4), there is a need for further improvements in the model for F values
i Egs. (5) and (8), in the ¢(F,¢) PROCEDURE

could have improved the results for the following reason. The manually

below F_. Combining ¢,, and ¢
computed elastic and inelastic initial spikes have simply been added to the

main ¢ plot, whose machine computation was based on Egs. (1), (2), and (4).

A source of error in the over-all @ might have been caused by 1ignoring the
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FIG. 10 VARIATIONS OF ¢ vs. F OF CORE E-6 SWITCHING WITH NO
LOAD AND STEP-F DRIVE (Corresponding to Fig. 7)

contribution of gbei and c})pi to the change in the total ¢ 1in the computa-
tion of the main ¢. This type of error can be remedied with no diffi-

' i Eqs. (5) and (8), in
the @(F @) PROCEDURE. Such an improvement will be undertaken after the

culty by including the expressions for é)ei and qD

models for the initial <p spikes are established more soundly.

Comparing Figs. 7 and 9, we see that although for both Core E-6
and Core J-1 the disagreement between experimental and calculated é(t)
increases as F decreases, this disagreement is more pronounced in the
case of Core J-1. This result is caused by the difference in the ratio
of outside diameter (OD) to inside diameter (ID): The OD/ID ratio of
Core E-6 is 1.06, whereas the OD/ID ratio of Core J-1 is 1.61 (cf. Table 1).
As explained in Part A-4, Eqs. (1), (2), and (4) are valid if the core 1is
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not too thick. Application of Egs. (9) through (22) will no doubt improve

the agreement between calculated and experimental @(t) of Core J-1.

b. RAMP-DRIVE RESULTS

A comparison between computed and experimental &(t) waveform of

Core E-6 in the case of a ramp drive is shown in Fig. 8(a). A similar
comparison for Core J-1 is shown in Fig. 9(d). In both cases, the computed
peak value of ¢ is higher than the experimental value. The difference is

about 12 percent for Core E-6, and about 30 percent for Core J-1. It is
evident from these comparisons that the values of A and Py which have been
obtained from measuring ¢p vs. F in the case of a step-drive switching, are
too high for ramp-drive switching. Two problems remain to be solved:
First, why are the values of A and Py of a ramp-drive switching smaller
than the values of A and P, of a step-drive switching? Second, how are the
values of A and P, affected by the slope of F(t)? The first problem is
discussed in Sec. III-E in connection with switching from a partially-set

state. The second problem will be investigated in the near future.

Let us now repeat the computation of é(t) for the ramp-drive
cases of both cores, using lower values of A and p,- Following Eq. (25),
A and p, are proportional, and hence both should be decreased by the same
percentage. Experimental points of ¢(t) of Cores E-6 and J-1, taken from
the data of Figs. 8(a) and 9(d), and the newly computed curves are compared
in Fig. 11. 1In Fig. 11(a), ¢(t) of Core E-6 has been recomputed, using
values of A and e, which are 25 percent lower than in Table I, and shift?d
to the left by 0.04 microsecond in order to align the maximum points of ¢.
In Fig. 11(b), ®(t) of Core J-1 has been recomputed using values of A and
P, which are 30 percent lower than in Table 1, and shifted to the l?ft by
0.25 microsecond. The agreement between computed and experimental @(t) is

certainly better than in Figs. 8(a) and 9(d).

Having obtained a reasonable agreement between computed and ex-
perimental ¢(t), we can now use the computed ¢(t) and F(t) in order to plot
the variation of ¢(F) during the switching time in the case of a ramp

drive. Such a plot is shown in Fig. 12 for Core E-6.

¢c. EFFECT OF At

The nonlinear differential equation ¢ = f(t,®), Eq. (42), has

been solved numerically, using a small time interval At in the solution.
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One may ask how small At should be,

of At affects both the accuracy and the cost of computation.

The smaller At 1is,

the more accurate the results are.

in view of the fact that the value

Further-

more, there is an upper bound on At, below which convergence is guaranteed.®
A practical way to determine the value of At is to repeat the computation,

starting from a low value of At,

for increasing values of At, and select

the largest value of At above which the results change noticeably.

The

effect of At on the accuracy of the computed results was tested by using

different values of At in the computation of @{(t) for the case of a step

drive of Fj = 1.938 amp-turn, applied to Core J-1, Fig. 9(c). Compared
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FIG. 11 RECOMPUTED ¢ WAVEFORMS OF CORES E-6 AND J-1 SWITCHING WITH

NO LOAD AND RAMP-F DRIVE USING LOWER VALUES OF A AND p,
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FIG. 12 VARIATION OF ¢ vs. F OF CORE E-6 SWITCHING WITH NO LOAD AND
RAMP-F DRIVE [Corresponding to Recomputed & (t) in Fig. 11(a)]

with the actually computed value of switching time 7 [not the approxi-
mated value, which is based on Eq. (46)], the following values of At/Ts
were used: 1/2200, 1/440, 1/220, 1/108, 1/54, 1/22, and 1/10. No no-
ticeable change in the computed é(t) waveform was observed as At/7_ in-
creased from 1/2200 to 1/54. This result is demonstrated in Fig. 13(a)
by superimposing the computed and automatically plotted @(t), using
At/T_ = 1/54, on the experimental ¢(t) and the manually-traced computed
$(t) of Fig. 9(c), using At/7_ = 1/1100. Similar comparisons with the
experimental and computed waveforms of Fig. 9(c) are made in Figs. 13(b)
and 13(c) for At/7 = 1/22 and 1/10, respectively. Note that the broken
lines in the last two cases, which result from automatic line plotting,
could be smoothed out manually, and thus yield a better agreement with
experimental data. However, even after smoothing, a small difference
could be detected as compared to plots using At/7_ of 1/54 or lower. We
conclude from this discussion that At should be below 2 percent of the

switching time.
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FIG. 13 EFFECT OF At ON COMPUTED 4;('7) WAVEFORM
(of Core J-1 Switching with No Load and Step-F Drive of 1.938 amp-turn)



The smaller At is, the higher is the cost of computation. If the
compiling time is relatively small, and if the output printing is per-
formed at a constant frequency, then the computation time 1s essentially

inversely proportional to At.

6. SUMMARY

Two toroidal cores of different materials and different ratios of
outside to inside diameter were switched unloaded by MMF drives of various
amplitude and shape, and oscillograms of é(t) were photographed. A pro-
gram for computing P(t) numerically was written, using, 1in addition to the
¢ (F,¢) PROCEDURE, the relation ¢n = ¢n_2 + 2At¢n_1as afirst approximation
and the relation @, T Pp-q t At(@n + @n_l)/Z for an iterative solution
during each time-element, At. Comparisons between experimental and com-
puted @(t) waveforms show good agreement if, for a step F, the value of F
lies in the “wing’ of the static @(F) curve, and if, for a ramp F, the

values ofk.and/% obtained froma step-F test are reduced by 25 to 30 percent.

D.  LOADED CORE

The é PROCEDURE of Part B, which is based on the parabolic model for
inelastic switching [Eqs. (1), (2), and {(4)), has been applied in Part C
to compute ¢ vs. t 1in various drive conditions of unloaded core. We now
wish to apply this model to the computation of flux switching in loaded
cores. The loads include various combinations of a resistance, an in-

ductance, a capacitance, and a semiconductor diode.

1. EXPERIMENT

Only Core J-1 (Lockheed
145SC1; 145-mil OD, 90-mil ID)

was used 1n this experiment.

The geometry and switching pa-
rameters of this core may be

found in Table I, p. 23.

RA-3696-223

The circuit for a general

case of a driven loaded core in FIG. 14 FLUX SWITCHING IN A LOADED

this experiment is shown in CORE

Fig. 14, which serves todefine
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the symbols for the circuit parameters. The following six types of load

were included in the experiment:

(1) A resistance

(2) A resistance and a diode

(3) A resistance and an inductance

(4) A resistance and a capacltance

(5) A resistance, an inductance, and a capacitance

(6) A resistance, an inductance, a capacitance, and a diode.

In each of Cases (2) through (6), all of the components were connected

in series.

For each of these load cases, the core was driven by an essentially
step-MMF drive and by a ramp-MMF drive, while the temperature was kept at
30 £ 0.5°C. The amplitude of the step drive and the slope of the ramp
drive varied among the various load cases. The circuit data for the vari-

ous cases of load and drive used in the experiment are given in Table III.

Oscillograms of @(t) and the load current i,(t) were recorded for
each of the twelve cases in Table IIl1. The data from these oscillograms

will be compared later with the corresponding computed results.

Table 111
L.LOADS AND DRIVES APPLIED TO CORE J-1

MMF DRIVE LOAD

Ef;;z;;ve NDID (amp-turns) T, (iesec) Nc RL (ohm) } L (uhy) | € (uf) | Diode
Step 1.76 0.10 1 1.1 -- -- --
Step 2.74 0.10 2 0.1 -- -- IN3604
Step 1.54 0.10 2 1.58 1.00 -- --
Step 2.78 0.10 2 1.1 -- 0.552 --
Step 2.28 0.10 2 0.131 0.38 0.253 --
Step 1.80 0.10 2 0.131 0.38 0.253 1N3604
Ramp 3.887 1.30 1 1.1 -- -- --
Ramp 5.00 1.40 2 0.1 -- -- IN3604
Ramp 3.40 1.60 2 1.58 1.00 -- --
Ramp 4.00 1.35 2 1.1 -- 0.552 --
Ramp 4.55 1.40 2 0.131 0.38 0.253 --
Ramp 3.40 1.40 2 0.131 0.38 | 0.253 |1IN3604
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2. COMPUTATION
@. MMF AND LOOP EQUATIONS

Computation of ¢ in a loaded core is more complicated than in
an unloaded core because of an additional variable, i.e., the load current,

i;. As shown in Fig. 14, the net MMF acting on the core is

r - N - - N (C2)
1 UDLD ”cLL \Juy/
The loop equation 1s
. 1 ‘ di,
Ne = — | i,dt' +Ri, + L t e ) (54)
c CJ L L dt d
0

Here, R = R, + R,, where R; is the load resistance (including the winding
resistance), and R, 1s the internal resistance of the diode. The voltage
developed across the diode, excluding the voltage drop i;R,, is denoted
by e,. Following a well-known expression for the forward characteristic

of a p-n junction diode, ®

i

L
e, = E, Ilnl— +1 (55)
d k I
0
where I, and E, are constants. Theoretically, © I, is the diode saturation
current, and E, = kT/e, where k 1is Boltzman’s constant, e is the charge of
an electron, and T is the absclute temperature. In practice, E, is found

to be higher than kT/e. Let us consider the forward characteristic at 30°C
of the silicon diode IN3604, which is used in four of the cases listed in
Table II1. The values R, = 0.74 ohm, I, = 2.7 ©107% ampere, and £, =0.0833
volt (rather than the theoretical value of kT/e = 0.0261 volt) have been
found to yield a good fit to the experimental data in the current range be-

tween 0.05 and 0.6 ampere, where i; is very influential.

b. METHODS OF COMPUTATION

Since i, appears in an integral form in Eq. (54), let us make

the following substitutions:

t‘ - . "
foudt=q; i, = q; = q




?ince tp 1s a function of time, substitution of Eq. (53) into the function
@(F,®) given by Eqs. (1), (2), and (4) results in a relation that is for-
mally expressed as

o = f(teq) . (56)

Similarly, Eq. (54) may be expressed formally as
a = f(t.q,q.9) C(57)

Equations (56) and (57) are two simultaneous differential equa-
tions of the first and second order, respectively, in which t is an 1inde-
pendent variable, and ¢ and g are dependent variables. The solutions to
these equations could be obtained numerically, using only Eqs. (43) and
(44) in a fashion similar to that used for the solution of Eq. (42), pro-
vided that the computation process is convergent. For the various load
cases under investigation, convergence has been achieved 1f the load 1s
sufficiently inductive. However, in other cases, it has been found that
a supplementary method has to be employed in order to prevent the build-
up of computational oscillations. (Reducing At may, perhaps, help, but
the resulting long computation time is too costly.) Newton’s method of
successive approximations has been found to be very uscful in eliminating
these diverging computational oscillations. According to this method, the
root x of a function f(x) = 0 may be found within a specified accuracy by
starting from an initial guess, and successively approaching its true

value every jth cycle, following the relation

flx._})
; Xy " —T—i—l— , (58)
f (xj_l)

where f'(x) = df(x)/dx.

Newton’s method of successive approximation, Eq. (58), is
slightly modified if the convergence to the correct solution is too slow.
Usually, such a slow convergence is also oscillatory. Thus, 1f after a
certain number of iterations the prescribed condition for convergence has

not been satisfied, Eq. (58) is modified by taking only half of the change

f(xj—l)

5 — (58a)
f (xj_l)

x = x._, — 0.
J j
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Substituting the expression for e , Eq. (55), into the loop

equation, kq. (54), we get

: 1 L :
fi) = —qtRItLIHE In|{==+1)-Np = 0 (59)
C IO c

Treating x as g, Eq. (58) may now be applied in order to solve Eq. (59)

for g. Differentiating the expression in Eq. (59) with respect to g, we get
, df(q) . 14 i Ey :
T R AL L A R L N2p' (60)
dgq Cgq g g *I,

where @' = Bé/BF and where F = Npu ) ~ Ncé, Eq. (53)." Tt is now clear that
the computation program for @' is included in the ¢ PROCEDURE for such an
application, as in Eq. (60).

c. SEQUENCE OF COMPUTATION

Computation of t,, 7_, and i, is performed by using the governing
relations in the no-load case, Eqs. (45) through (48). Since the actual
switching time is longer than the 7 of an unloaded core, a lower bound on

the accuracy of computation due to the length of At is thus guaranteed.

Suppose that the values of the following variables have been

computed:

@n‘z ’ CPn—2 qn"2 ! qn—2 ? qn—2

q>n— 1 q%l' 1 qn'-l ’ qn‘-l ’ qn -1

To be exact,

dé O dF O do dr<6<}>+8<£ do

!

N, [see Eq. (53)], Of/F = &', Eq. (41), and, following Eqs. (1) and (4),
4 26+ ¢, - by

P 2
d¢ 6, + )
The expression in Eq. (60) is only an approximation for df(q)/dq, because of the omission of
the term Nf(aé/adﬁ(d¢/dr). Although this term could have been included in Eq. (60), such

an inclusion would not guarantee faster convergence. In fact, it turned out that omitting this
term improved the convergence for those cases in Table III where no inductance was included in

where  dF/dg

the load, and hardly affected the convergence for the cases where an inductance was.}nvolved.
The problem of whether to include or to omit the term (O&N17¢)(d¢/df), relative to ¢ , requires
further examination.
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We shall now describe the sequence of computation in order to solve for

P, én, g, én, and én numerically.

As an initial (j = 0) approximation for @, g, and g,, we use

the form of Egs. (43) and (44) as follows:

Pooy = Paep Y20t (61)
[)n(o) - C'171‘2 +2Atén'1 ’ (62)
and
(in(()) * (}n'l
qn(O) = qn“l t At . (63)

Computation of the variables now proceeds in one or more 1itera-
tions, each of which 1s designated by Subscript j, until the change in
these variables is negligible. For j =1, 2, ., computation 1in each
cycle is performed in the following order: Following Egs. (53), (23),

and (55),

Fn(j) b NDiDn N Ncqn(j"l) (64)
Paiin T @[Fn(j)’(pn(j"l)] (65)
and
(}n( -1)
Cins) - Eyln|—— +1) . (66)
IO
If At 1s small enough, to a good approximation,
. (}n(j-l) - ;1""1
= (67)
90 (j) At
Using Eq. (44),
Pyt Pa-n
Puiy = Pa-y +At—-—°—— . (68)
Using Eqs. (59) and (60),
7 | g ! + Lg (69)
f"(j) - an(j"l)_Ac¢n()’)+edn(j)+Eqn(j"l) 9, (j)
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L9t k {.]n(j_l) '(‘:In(]) _‘qn"l
' _ ANt ;
fn(_;) - B+Nc(pn(j)+ +I +C.. T . _ -
qn(j“l) 0 qn(j) qn(]-l) 9,.-1
(70)
Note that in Eq. §70), the term [bn(j) - qn_l]/[én(j_l) - én_l] approxt -
mates the term q/q in Eq. (60). Following Eq. (58),
. f"(j)
A Uiy =~ % (71)
n(y)
and
9oy = Gng-n T B, : (72)
[f a diode is present in the loop, Qn(j) > 0. Following Eq. (44),
én(j) +£]n—1
qn(j) b q9,-3 Ot 2 ' (73)
If ‘Aén(j)’ is larger than, say, 0.001 ‘én(l)l, then 1t 1s assumed that

convergence has not been achieved and application of Egs. (64) through

(73) is repeated. A failure to converge within, say, nine iterations is
handled in the same way as 1in the no-load case, i.e
mation is restored and corrected only once before proceeding to the next
At. The final values of the variables are recorded, and a similar compu-

tation is performed for the next At. The computation is terminated when

¢ = 0.

d. OUTLINE FOR COMPUTER PROGRAM

The actual computer program for the various cases of a loaded
core is given in Appendix D. The outline of this program is as follows:
(1) Declare all identifiers, input-output lists and

formats, and PROCEDUREs to be used in the program,
in accordance with the rules of the ALGOL-60 language.

(2) Read in the core and circuit parameters, and set
initial values for all of the variables.

(3) Compute the following:
(a) The total loop resistance

(b) An approximate value of 7 _, using Eq. (46) for
a step drive or Eq. (47) for a ramp drive

(@]

—~ e~
a
— o~

The time increment At, e.g., At = 0.005 7

$
The time for beginning of switching, t,, using
Eq. (45).

45

., the initial approxi-



(4) Starting from n = 1, for each nth At during switch-
ing, compute the following:

(a) The time t_ = t,-, 1 At and the drive current

ip, [Eq. (48))

(b) Initial approximations for ¢, qn, and q_,
using Eqs. (61), (62), and (63)

(c) The values of F_, &, e, , q., ¢., 84, q,,
and ¢  in an iterative fashion, until the
chan e 1n d, 1s negligible, e.g., until
7 < 0. 001 q, ‘ (1f the number of iterations
reaches nine, restore the values of the initial
approximation, and perform only asingle correc-
tion before proceeding with the next At).

(5) Print output (¢, i,, ¢, ¢, ®,, F, q, e, *+ gR,, and
number of iterations), say once every 10 Ot'’s.

1

(6) Stop computation when ¢ = 0.
3. EXPERIMENTAL AND COMPUTED RESULTS

Experimental and computed plots of @ and i, vs. t for the various
cases of load are compared in Fig. 15 for the step drive, and in Fig. 16
for the ramp drive. The experimental curves are photographs of the orig-
inal oscillograms. The computed curves were traced manually from curves
that were first computed on a Burroughs B-5000 computer, and later

plotted automatically on a CalComp, Model 570, plotter.

On the average At was 0.087 percent of the actual switching time.
The over-all computation time for all twelve cases was around 5 minutes,
including 51 seconds of compiling time. If no automatic plotting was in-
volved, the computation time was reduced to 4 minutes, including 21 sec-

onds of compiling time.

4. Discussion
a. VARIATION OF F

The agreement between the computed and the experimental results
seems, in general, to be slightly better in the cases of applied step
drive, Fig. 15, than in the cases of applied ramp drive, Fig. 16. In
comparing computed and experimental é(t)‘and i,(t) waveforms, 1t should
be recalled that some of the core parameters used in the computation have
been determined by applying a step F to an unloaded core and measuring ép.
Although in Fig. 15 the applied MMF was a step F, the net MMF was not

constant in either time or flux. Similarly, the net F in any one of the
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ramp-drive cases of Fig. 16 was not proportional to time. The variation
of F during the flux-switching time is, of course, load dependent, as 1s
clear from Eq. (53). The variation of computed ®(F) in each of the step-
drive cases, Fig. 15, is shown in Fig. 17, and the variation of computed
@(F) in each of the ramp-drive cases, Fig. 16, is shown in Fig. 18. Note
that these @(F) plots correspond to the switching time only. 1In all the

stcp-drive cases, the @(F) operating point moves along an S-shaped path.
A similar path is traversed by the #{F) operating point in the ramp-drive
cases, except that the S-shape is less pronounced. Note that flux switch-

ing caused by MMF that drops in time is an opposite case to the case of a
ramp-F switching for the following reason. We have seenin Part Cthat for

ramp-F switching, the values of A and p, are smaller than the corresponding

values for a step-F switching. One might, therefore, expect the values of
A and P, for the case of switching with a monotonically decreasing F to be
larger than those of a step-F switching. This conclusion, whether correct
or incorrect, cannot be drawn from the results of Figs. 15 through 18. In
order to answer this question, further investigation, including the study

of flux switching under a decaying F with no load, is needed.

b. WAVEFORM SHAPES

It can be seen from Figs. 15 and 16 that, in some cases [such as
in Fig. 15(c)], there is good agreement between the shape of the computed
waveform and that of the experimental é(t) waveform, although there is some
disagreement in amplitudes. Disagreement may also arise from any error in
measuring the values of the load components. Note that the fluctuations in

the i, waveform of Fig. 15(b) appear to be noise.

c. INITIAL @ SPIKES

The initial @(t) spikes have not been included in the computation.
The omission of these spikes is evident in Figs. 15(b) and 15(d), where the
experimental é(t) is higher than the computed é(t) at the outset of switch-
ing. Before the initial ¢ spikes are added to the computation, we should
investigate the effect of elastic switching in the case of an unloaded core

that is driven by a rising F(t) or a falling F(t).

d. @(F) PLOT AND SWITCHING RATE

Referring to Figs. 17 and 18, note that in each load case, the

time intervals between any two adjacent points, derived from the computed
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FIG. 17 VARIATIONS OF ¢ vs. F OF CORE J-1 SWITCHING WITH LOAD AND
STEP-F DRIVE (Corresponding to Fig. 15)
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FIG. 18 VARIATIONS OF ¢ vs. F OF CORE J-1 SWITCHING WITH LOAD AND
RAMP-F DRIVE (Corresponding to Fig. 16)
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results, are constant. However, this fixed time interval may vary among
the different cases. Bearing in mind that time appears as a parameter in
the ¢(F) plots in Figs. 17 and 18, note how flux switching takes place 1in
each of the load cases. For the R-L load [Fig. 17(a)], @(t) has a long
tail before ¢ reaches zero, because the @(F) operating point approaches
the static ®(F) curve with low excess MMF. On the other hand, for the
R-C load [Fig. 17(b)], #(t) falls to zero rapidly, because the excess MMF
is relatively high. These observations agree with the computed é(t) wave-

forms in Figs. 15(c) and 15(d).

e. INDUCTIVE AND CAPACITIVE LOADS

The effects of the inductive and the capacitive loads shown in
Figs. 17 and 18 (discussed above) are typical. An inductive load tends to
sustain the load current which, in turn, opposes mainly the latter part of
the flux switching. On the other hand, if the load is capacitive, at some
instant after é peaks, the capacitor charge becomes large enough to re-
verse the load current, thus causing the flux switching to become faster
compared with a no-load case. The net effectis that é peaks early during
the switching time for an inductive load, and late during the switching
time for a capacitive load [cf. Figs. 15(c) and 15(d)].

f. POST-SWITCHING i,

In each of the cases of Figs. 15(d), 15(e), 16(d), and 16(e),
the load includes a capacitor, but no diode. In these cases, the load
current becomes negative (and helps the drive current to complete the flux
switching, as explained above). After switching 1is terminated, the load
current decays exponentially for the R-C load, and continues to oscillate
for the R-L-C load. Computation of i, after the flux switching is termi-

nated is similar to that of a simple linear network, and was omitted from

Figs. 15 and 16.

5. SUMMARY

A commercial core, loaded by six different combinations of R, L, C,
and a silicon diode, was first switched by a step drive, and then by a ramp
drive. In each case, oscillograms of @(t) and load current i; (or g) were
photographed. A program for computing o), o), q(t), diode voltage, and
other time variables, was written, using, in addition to the @(F,¢) PROCE-
DURE, the relations
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T F T, t2te g

n n~2

én‘Q + QAtqn-l , and

e

q, G-y T Ot(q, t q,.)/2

n=1

as initial approximations, and Newton’s equation

o = . — ra
T () 9ui-1 = S/ fah ]

for an iterative solution of the loop equation, f = 0, during each At.
Comparisons between experimental and computed ¢(t) and load current wave-
forms are made in Figs. 15 and 16; in most cases the agreement is within
+10 percent. The effect of the load on the net MMF is the formation of
an S-shape @(F) path of switching, which is more pronounced for a step

drive than for a ramp drive.

E. CORE-DIODE SHIFT REGISTER

So far, the é model [Eqs. (1), (2), and (4)] has been applied to a
single core: an unloaded core in Part C, and a loaded core in Part D.
We now wish to apply this model to the analysis of one stage of a core-
diode shift register. First, the time variables during the switching time
will be computed. Second, the flux-gain curves (see Report 1, pp. 67-70)
and the ZEROA@ will be computed versus A¢, for various amplitudes of drive

current.

1. OPERATION
a. TRANSFER OF INFORMATION

A core-diode shift register circuit is shown in Fig. 19.* This
1s a two-clock circuit, in which information in the form of flux change is
transferred from left to right. Let us review briefly the bistable oper-

ation of this circuit.

Consider the ADVANCE O - E clock phase, during which Core Oj is
a transmitter and Core Ej is a receiver. [Core Ej-l 1s a receiver in the

previous, (j = 1)th stage.] Assume that Core Oj is initially either in a

*
This particular circuit was selected because this shift register is used in Jet Propulsion
Laboratory®s Ranger spacecraft.
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ADVANCE O —E

ADVANCE E—0

RA-3696-228

FIG. 19 CORE-DIODE SHIFT-REGISTER CIRCUIT

ZERO (¢ = '@,) state or 1n a ONE (¢ = +¢r) state, and that Core Ej and
Core E}.__l are initially in a ZERO, or CLEAR, state. An ADVANCE O - E
current pulse is applied through a winding with N, turns, and drives

Core Oj toward negative saturation. If Core Oj is 1nitially in a ZERO
state, only elastic flux switching results, and the forward loop current
1s too small to change the state of Core Ej. On the other hand, if

Core Oj is initially in a ONE state, the resulting inelastic flux switch-
ing generates a forward loop current, which 1s high enough to switch

Core Ej to positive saturation. The back voltage, appearing across the
N, turns of Core Oj, should appear primarily across the conducting diode,

1 in case the latter receives a

ZERO. During the next ADVANCE E - O clock phase, the cores interchange

functions: all of the E cores are transmitters and all of the O cores

to prevent spurious setting of Core Ej_

are recelvers.

b. RANGE OF ADVANCE CURRENT

The range of the ADVANCE current (i.e., the tolerance on its
amplitude IA) for bistable operation is determined by the following con-
siderations. At the lower boundary of I, (that is, I;i“), a ONE drops to
ZERO. As discussed on pp. 67-72 of Report 1, at this point the flux gain
G = A‘PR/A¢ﬁ vs. AQH-is tangent to the horizontal straight line, G = 1.

The worst case of a ONE dropout (i.e., the maximum value of I:i“) corre-

’

sponds to a single ONE in the register.

The maximum value of I, (that is I?ax), is determined by the
back loop current which may cause a cumulative ZERO buildup to ONE during
successive clock phases. The worst case of a ZERO buildup (i.e., the min-

imum value of Ip2*) corresponds to a single ZERO in the register.
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If the rise time of the drive current were short compared with
the switching time of either core, the range of ADVANCE current would be
very poor because of a ZERO build-up resulting from a back transfer. This
drawback has been overcome by making the drive-current pulse i,(t) have a
relatively long rise time. The lower the time rate of rise of i, 1s, the
lower is the back current ig, and hence the smaller is the amount of spu-
rious flux switching in the preceding core. The portion of flux switching
taking place while iA(i} 18 not constani 1n Limé ilucreases as IA increascs,
until at a certain value of I,, all switching is performed under a ramp
drive. If I, is increased beyond this value, switching terminates during
the rise of i,(t), and any further rise of i,(t) after switching is com-

pleted has no significant effect. .

2. ANALYSIS
a. OBJECTIVES

The core-diode shift register circuit will now be analyzed for
the case of a transfer of a single ONE in the register. A single ONE is
selected as a worst case because no other information pattern in the reg-
ister can have a lower flux gain. The objective of this analysis is two-
fold: first, we wish to compute the variation with time of é and @ of each
core, as well as the loop currents; second, we wish to compute the flux
gaintﬁq%/AQH,verSUSZSwr, as well as the undesired back flux transfer, for

different values of load current.

b. ASSUMPTIONS
The analysis is simplified by the following assumptions:

(1) The forward characteristic of the diode is repre-

sented by a resistance, R,, and a constant voltage,
Vy. 1n series. This equivalent circult is an al -
ternative representation of the diode function used
in Part D, p. 41. (Note that for a given diode,
the values of R, in the two models are different.)
Although less accurate, this alternative model in-
volves parameters that are easier to determine.

(2) The loop inductance, Lp, is ignored. This assump-
tion is justified by the fact that Lp ai/dt is
negligible compared with the total iR drop in the
loop.
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(3) During the transfer of a ONE from Core O, to
Core E} while Core E. i-1 receives a ZERO the
back-loop current Ilseb to F, /N which 1s
slightly above F}/N, (see Flg l) and is clamped
to this value whlle a permissible amount of flux
is switching spuriously in Core E._,. This as-
sumption is justified primarily because of the
low rate of switching in Core E. _, and also be-
cause of the lack of any better model for such
slow switching.

c. BASIC EQUATIONS

Based on Assumptions (1) and (2) above, the equivalent circuit
for the core-diode shift register of Fig. 19 during the transfer of a
single ONE from Core Oj to Core Ej would be as shown in Fig. 20. Here,

R = Ry + R, (74)

where R; is the inherent loop resistance, and R, is the diode resistance.

RA-3696-229

FIG. 20 EQUIVALENT CIRCUIT FOR CORE-DIODE SHIFT REGISTER

Note that Cores Ej, Oj, and Ej_

functions: R (for Receiver), T (for Transmitter), and B (for Back receiver).

The ADVANCE O — E current pulse is designated by i,, and the forward and

1 have been renamed in accordance with their

backward loop currents are designated by i, and 1g, respectively.

Comparing Figs. 20 and 19, note that ér and ¢ of Core Oj during
ADVANCE O — E are opposite in direction. This change in the reference of ¢
of the transmitter (but not of the receiver) has been introduced in order
to be able to use the same é(F,@) PROCEDURE in the computation program for

both the receiver and the transmitter.
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The net amounts of MMK acting on Cores T, R, and B are as follows:

Fp = Ny, =Npi, = Nyi, (75)
Fp o= Npig (76)

and
F, = Npip . (17)

Using Eqs. (1), (2), and (4), éT and éR are expressed formally

in the following two differential equations:

Pr = B(Fp,@p) (78)

and

Pn PF o, dy) (79)

By inspection of Fig. 20, the two loop equations are

Nipp = Ngpp + iR +V, (80)
and

Nipp + igR +V, (81)

=2
-]
-
~
1

Based on Assumption (3), if i, < F,,/N,, then @, = 0, and if ¢, 7 0, then
iy = F1B/NT' Therefore, Eq. (81) contains only two unknowns: éT and

- ro Frpo Fpo tp B
¢p) can thus be calculated from Egs. (75) through (81). Note, however,

either i, or ¢p- The seven unknowns ¢, ¢, F and 1, (or
that it is trivial to reduce this set of seven equations into a set of
four equations, two of which are differential, and four unknowns: ol

Pr, lp, and ip (or @p).

d. MODES OF OPERATION

Equations (75) through (81) are general in the sense that some
of the terms may or may not be equal to zero, as we shall see next. For
ease in analysis, we divide the operation during the switching time into

the following three modes:

Mode i——&r < Vd/NT' During the first mode of operation, the

bias voltage across the diode, V,, is not exceeded by the induced voltage

d?

NT¢T' and hence ip = 0 and @R = 0. Furthermore, because of the require-

ment for unity flux gain and the fact that there is an inherent flux loss
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in the coupling loop, N, must exceed Np. As aresult, also Nnér < V,, andhence,

ig = 0 and éB = 0. In other words, Core T is being switched unloaded.

Mode l 2—-Vd/NT < ¢T < V,/Ng. During the second mode of opera-
tion, éT is high enough to unblock only the forward diode; thus, i, > 0,
ig =0, and ¢B = 0. As long as i, < Fo/Ng, ¢T’ ip, and F, may be calcu-
lated from Egs. (75), (78), and (80), in which iy = 0 and ¢, = 0. If the
forward loop current exceeds F%/NR, Core R is switching, and éT’ éR’ ip
FT’ and FR are calculated from Eqs. (75), (76), (78), (79), and (80), in

which i,= 0.

Model 3——Vd/NR < ¢T' During the third mode of operation, ¢T is
high enough to unblock both diodes; that is, iy > 0 and iy > 0. Recalling
the condition that either 0 < i, z FlB/NT and éB = 0, or i, = FlB/NT and
¢B # 0, note that all of the time variables in Egs. (75) through (81) are

positive and can be solved for.

Since ¢, rises and falls smoothly during the switching time, the
modes occur in the following sequence during that time: Mode 1, Mode 2,

Mode 3, Mode 2, Mode 1.

Using Eqs. (78) and (79), as we solve for ér(t) and &R(t), we
also solve for ¢, (t) and ¢p(t). Also, as we solve for &%(t), we may evalu-
ate ¢B(t). Knowing the initial values of ¢, ¢R, and Pp, we may thus
evaluate at the end of switching the net changesZX¢T,ZX¢R, andZX¢B. Hence,

the flux gain

Agg
= (82)
Ap,
can be calculated. The major drawback of this calculation is the use of

inadequate models in describing flux switching from a partially set
(“soft’”) state. The properties of this type of switching are discussed
in detail in Section III. When models that describe these properties
more completely are established, we shall be able to calculate G more

accurately.

3. COMPUTATION
a. METHOD OF COMPUTATION

Determination of the time increment At for the purpose of solving
Eqs. (75) through (81) numerically is different from the determination of

At for a loaded core in two respects: first, 7, is estimated more

60




accurately by considering the load on the transmitter; second, the nth
At is a certailn percentage, say 1 percent, of either T, or Q@r/@n_l,
whichever is smaller. This alternative way of determining At leads to a
higher accuracy of computation when @ is relatively high. However, with
Ot being a variable, we cannot use Eqs. (43) and (44), and must instead
use the less-accurate approximation
AL (83)

As inthe case of the loaded core, weresort to Newton’s method of

successive approximation, Eq. (58), in order toovercome the problem of di-

verging oscillations 1n the numerical solution of 1 Also, 1f the con-

vergence 1s slow, after a certain number of iteratigns, the modified
Newton’s method of approximation, Eq. (58a), is used instead of Eq. (58).
Compared with the case of a loaded core, an additional improvement in the
use of these methods is made. Here, Eq. (58) or (58a) is applied to solve

for either x = {_ or x = @7, whichever yields a faster convergence.

F

Writing f instead of f(x), following Eq. (80),
f = Ny - Nggp ~Rip -V, = 0 - (84)

During Mode 2, F

with respect to i1, gives

;= Nji, = Npip and F, = Nyi,. Differentiating Eq. (84)

fo = oo 7 WD F Njep R (85)
LF

where @f =3¢, /3F, and @) =0¢,/0F,. Differentiating Eq. (84) with re-

spect to @, gives

R+ Nlo
d ~ R TR
f. = .f = Nyt ————— (86)
5 d g Ny g

Equations (85) and (86) also hold inMode 3 ifiB = ﬂB/NT = constant, inwhich
case, éB > 0. However, 1f éB =0, then 7, is a function of time, varying
between 0 and FlB/NT’ and the differentiation of f, Eq. (84), should in-

clude the contribution due to ig. Using Eqs. (75), (80), and (81), we get
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2
F TR SL A UL RV (VA (87)
T ata R N, d T N, r N.R

Under this condition, differentiation of Eq. (84) with respect to i, gives

df Nieh
fio= o= - NE o+ NE o+ — | o7 * Nioy *+ R (88)
F
and differentiation of Eq. (84) with respect to ér gives
fg = x = N, + (89)
Pr

4.0
. ’ N2 + N2 + NR@R
¢T T R R

Thus, if [f;] < (R/N.)If4], then f} should be
Eq.

This provision of a choice between f; and fé is effective if ¢ (t) and

used 1n order to solve

(84) for @,; otherwise, f; should be used in solving Eq. (84) for i,.

1z(t) do not peak at the same time.

Following the previous analysis,

the computation is performed

in each mode of operation separately.

Mode selection for an nth At 1s

determined initially by comparing the value of ¢T(n‘1) with V_ /N and
V,/Np.

the following two conditions before proceeding to a new At:

For a given At, the results of normal computation must satisfy
(1)

(2) The resulting value of éTn falls in the same
mode of operation that is initially assumed.

Computation of i, or ¢, has converged.

F

Regardless of whether convergence has been achieved or not, if Condition
(2) has not been satisfied for a given At, the resulting values of the
time variables are disregarded, except for ¢T which 1is used only to de-
termine in what mode of operation the computation of these variables
should begin all over again. Following actual circuit behavior, such mode
switching may only occur between Modes 1 and 2 or between Modes 2 and 3;

switching between Modes 1 and 3 is forbidden. This restriction will also
help to dampen any computational oscillations due to improper selection
of mode of operation. Just in case the switching from mode to mode be-

comes oscillatory, the executions of mode switching should be limited to
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a certain number, e.g., six. In this case, computation is assumed to

have failed to converge, and should be registered as such. Another case
for which convergence is assumed to have failed is when Condition (2) is
satisfied, but Condition (1) is not satisfied in a single mode within a

certain number of iterations, e.g., twenty.

b. COMPUTER PROGRAM

A computer program for the core-diode shift register is given

in Appendix E, and is based on the following steps:

(1) Declare all identifiers (core parameters, circuit
parameters, time variables, etc.), input-output
lists and formats, and PROCEDUREs to be used in
the program, in accordance with the rules of the

ALGOL-60 language.

(2) Set initial values for the core and circuit
parameters.

The following steps are performed for various values of I,, each of which
is repeated for various values of initial transmitter flux, Prot
(3) Set initial values for all time variables.

(4) Comque an approximate value for 7 _, using the
relation*

2
( ) N7 . N L 1.67
P, = @py) |—————— + —
' R+0.60 N B 1
~ P
,oe . (90)
N (V, = 0.60,N,F ) Valy
NAIA - FO * R

R*+0.6ppN§

(5) Compute the initial time to at which N, i,
reaches Fj and switching starts.

The following steps are performed for every At during the switching time:

* C -
Equation (90) is obtained by applying the rough approximations ¢r = p(FT - FO) and
. [a Vb

¢R =,\_,;(FR - FO)' where-;’: ()_Gpp, to Eqs. (75), (76), (80), and (81), and from the relation
&by = b, = épg-
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(6) Compute a time increment, using the relation

bt = 0.005 min [r,. (@, = @r)/l9r o]
and then compute t =t _, + At

(7)  Compute i, = i,(t ), where i,(t) is a separate
PROCEDURE for the drive current, given in
Appendix B.

(8) Compute a first approximation for lp,, using a
relation similar to Eq. (83), i.e.,

JAYS
F(n-1)
At ———

lF(n”l)+ At

Fn(0)

n=1

(9) Using the @, value,* select the mode of oper-
ation according to the following criteria:

If Pr < Vd/NT , then go to Mode 1.
If V,/N, <@, <V,/N, . then go to Mode 2.

If V. /N, < @. , then go to Mode 3.
d/ VR T g

The computation proceeds in only one of the following three modes.

(10) Compute in the one of the following modes se-
lected in Step 9:

(a) Mode 1—Compute the following:

BDig, = ip, = ig, = 0
Fp. = 0

Fo, = Nyig,

C;)Tn = é[FTn’¢T(n’l)]

éﬂn = é[FRn’¢R(n'l)] =0
Prn = Prn-1y Ot @y,
Prn T Pra-1)

Initially, éT = $T(n-l)'. In case Condition (2) has not been satisfied, $T is equal to the
last iterative value of ¢T(j)'

Iterative variables in each mode are designated by (j - 1) or (j), depending upon whether
their values have been computed during the previous iteration or during the present iteration.
Values computed for the second time within one iteration are denoted by prime, e.g.,

(j - 1') or (jl). For simplicity, the subscript n is deleted, e.g., &fn(j) is abbreviated

to driiye
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If 7, =0 and®, > 0,* then discontinue
computation.

If @, > V,/N;, then go to Mode 2.

(b) Mode 2—If convergence has not been achieved,
within five iterations, use Eq. (58a) instead
of Eq. (58). Compute the following:

iBn = 0
Friiy = Nyt TN -
FR(j) b NRiF(j-l)
Priy = PlFr Gy ®rgog)
¢a(j) N (.P[FR(J')’CPR()"U]
Priiy T Pra-n T A, Prg;)
Py T Prn-1 tOL, én(;)
fagy = NT¢T(j) - Nﬂéﬂ(j) “Ripoy TV
f;(;) - ”[NT¢;<1> ! Nﬁ¢§<,> + R]
fhgy = Npt LR+ N VN or )]

£ 5,1 < RANDIfy )], then

Bory = Fo/fse)
(-pr(;') = Q'DT(}')JrA;pT(j)
Bipgy = NT¢T<1'>/R
Py T [NT¢T(11) - NR¢R(j) - V, /R

If |A<ﬁr(.) | >0.001l¢ .+, | and the number
. J. . (j )

of iterations is less than 20, repeat the

computation steps of Mode 2.

*

The provision of d)T > 0 allows computation for ‘¢>r _<_¢T0 < 0 to continue in case the point
n . . .
(F0,¢T0) 1s inside the static ¢(F) loop.
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(c)

I 0y, |2 RNDIfE ] then

. o L
Alr(;') = f(;)*fA(j)
, o . A
YR Lr(i-1) AlF(;’)
. S .
If [8ip 1> 000018, ;| and the

number of 1terations 1s less than 20,
repeat the computation steps of

Mode 2.

If Vd/NT > éT or ér > Vd/NR, then reset the
final i, ) to ip ., and go to Step (9).

Mode 3—If convergence has not been achieved,
within five iterations, use Eq. (58a) instead

of Eq. (58). Compute the following:

FR(j) = anr(,‘)
Preiy © (P[I'R(,w%(j—n]
AiBU) = max {0, min {U%¢T(j—l) - VR, FIB/NT]}
Tolgi-1)
1 the number of
AiB(. iterations is less
7 than s
= : than
lg = Ly -1 +
O'SIAlB(;) otherwlse
FT(;) = Ny, - NTIF(]-J) - Nﬂla(j)
Priy = PG Pr -]
Friiy = Praa-n T ALIrG
Priy = Pra-1y T OtaPri)
foy = NePrgy ~ R(pﬂ(;)—RlF(J-l)_Vd

)
-
Z
\

Nip! .
RTR(j )| °
- 2 2 ! 24!
(; + NB + 7 Pri) + Nﬁ¢ﬁ(j) + R

otherwise
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‘ —
f3<j) N ﬂ
V2Ar'
R+ Nyt .
N. +N otherwise

,4..'
Ne®Pri

T T
. Pl | N2 N2 4
TGNY'T R

-

L

L[yl < @ lig 1 then
Aq‘ﬁr(j) = ~fih/fea
;P”f') = g;Dr(m +A";’T(j>
Air(j) B NTAq;bT(j)/R
YRy T [NTC;bT(j) - NRCZ‘&R(]') = VIR

If “3¢ﬁ(j)‘ > 0.001 I ¢T(j) ’ and the number
of iterations is less than 20, repeat the
computation steps of Mode 3.

1t 1yl 2 RN Ifp )1 then
N — -— [}
Bigeiy = fair/facin
r(iy = tej=-1y T AiF(j)

If }AiF(j)‘ > Q.OOI’iF(.)i and the number
of iterations 1s less téan 20, repeat the
computation steps of Mode 3.

If Vy/Ng 2 &, then reset the final ip(y to

lp(n~1)> and go to Mode 2.

(11) Compute ¢B and ¢,

. (Ngpr, = Vy = ig R)/Np  if tgn = Fip/Ng
¢8.’: =

0 i i, < F /N,
(an CpB(n"l) + Atn¢Bn
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(12)* Print time-variable output (t, @5, Pp. Pp. Pp, Fyrs
?dﬂ' FT’ FR’ le, iB, iAn, Pp and the nuTber of
iterations per At) once every (say) 5 Ot's.

(13)  Compute flux changes:

Dgg = ay t @

n,final r
Bor = Pri tina1 T Pro
Dgp = @Ppyitinal ~ Pro

(14)  Compute flux gain:
¢ = Doy/be,

(15) Print over-all output (A¢,/2¢ , G, A¢B/2 ¢, total
number of iterations, total number of At’s, total
number of failures to converge, and total number
of times fp has been used).

4. CoMPUTED AND EXPERIMENTAL RESULTS
a. CORE AND CIRCUIT PARAMETERS

A 5-bit core-diode shift register, Fig. 19, was built using the

following components:

Core

Lockheed 1455C1 ferrite core (OD = 145 mils, ID = 90 mils,

h = 70 mils). The parameters of this core are the same as
those of Core J-1 in Table I, p. 23, except that ¢ = 30
maxwells and ¢ - 32.40 maxwells.

Circurt

Mumber of turns: N, = 4 ; Np o= 10 Ng = 4

Loop resistance: Rp = 0.06 ohm

Diode: Fairchild, FD 600 ,

R, 0.850 ohm |

n

|4

4 0.75 volt

*x
If the objective is to compute only the flux gain andzﬁ¢B versuslﬁ¢r. with [A as a parameter,

then printing of the time variables, Step (12), should be eliminated.
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Drive Current
Rise time: T = 2.5 microseconds
Amplitude: I, is variable

Pulse width: Approximately 30 microseconds

An empirical expression for the waveform of the drive current, in which ¢

1s 1n units of second, 1s as follows:

(1 -0.6147(¢ - 10° = 3)2)1, If 2.458-1076<¢<3-107°
i,(t) = (91)
min [0.1356(¢ - 10%) 2111

A o therwise

Equation (91) is used to write PROCEDURE i ,(t) in Appendix B.

b. COMPARISON OF COMPUTED AND EXPERIMENTAL
TIME VARIABLES

The computed time variables were plotted automatically, and are
compared with experimental oscillograms for I, =1.18 ampere in Fig. 21. These
include é(t), iA(t), iﬁ(t), ¢B(t)’ andiF(t). The computed waveforms were
plotted frompart of the output of the computer program, Appendix E, inwhich
the above core and circuit parameters were used. The computation was performed
on a Burroughs B-5000 computer, and the automatic plotting was done on a CalComp,
Model 570, plotter. Computation time was less than 3 minutes, including
70 seconds of compiling time (if automatic plotting was excluded, the over-

all computation time was reduced to one minute).

5. DiscussioN
a. VALIDITY OF COMPUTATION

The agreement between the computed and the experimental waveforms
of ér(t),.éﬁ(t),.éB(t), and iF(t) is as expected. The peak values of the
computed ¢, and @, are higher than the respective experimental values by
about 18 percent. This difference is attributed to the values of A and P,
used in the computation. These values had been obtained by switching an
unloaded core with a step drive. As explained in Part C-4, ramp-F switch-

ing is described better by lower values of A and £y
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FIG. 21 EXPERIMENTAL AND COMPUTED TIME VARIABLES IN A CORE-DIODE
SHIFT REGISTER WITH A SINGLE ONE (I, = 1.18 ampere)
Time scale = 0.5 psec/major div.; ch and <.P'B scale = 0.5 (volt/turn)/major div.;
ip scale = 0.5 ampere/major div.; ip scale = 0.2 ampere/major div.
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b. VARIATION OF ¢ VS. F DURING SWITCHING TIME

We can use another portion of the computation output in order
to plot the variations of @ (F,) and ®p(Fp) during switching time, super-
imposed on the static ®(F) curve. Such plots are shown in Fig. 22, in
which consecutive numbers are added in order to represent time in a para-
metric form. Note, however, that since At is not fixed, the time inter-

vals between different pairs of numbers on the @.(F.) and @,(F.) plots

are not necessarily the same.

C. FLUX-GAIN CURVES

The computer program in Appendix E was modified slightly by
eliminating the output printing of the time variables for the purpose of
computing the flux-gain curves only. In this way, computation time was
reduced, and only essential data were recorded. The resulting plots of
computed flux-gain vs. normalizedzﬁ@r, with I, as a parameter, are shown
in Fig. 23, where the computed points are marked by small circles. The

computation for these plots was restricted to ~@_ < @, < 0.

d. RANGE OF BISTABLE OPERATION

As was pointed out on pp. 70-71 of Report 1, the lower boundary
of the drive-current range corresponds to a maximum point where G vs. Aq%
1s tangent to the horizontal straight line G = 1. This maximum point 1is
designated by the letter B in Fig. 23. It 1s thus predicted that
Ifi“ = 0.565 ampere, and that when a ONE drops to ZERO,ZSQT =zﬁ@R = 0.88 -
(29 ) = 52.8 maxwells. These predictions have been found to agree with

experimental observation.

Recall that a single-ONE information pattern 1s assumed in the
analysis. The flux change in Core B,ZS¢B, is thus an undesired ZERO
level. Plots of computed13¢8/2<Prvs.ZS@T/2<¢r,with IA as a parameter,
are shown in Fig. 24, where computed points are indicated by small cir-

cles. Note thatzl@B = 0 for I, < 0.50 ampere.

In Fig. 23, the points where the G vs. AQH/2<ﬁrcurves intersect
the horizontal straight line G = 1, correspond to stable ONE states, and
are marked by x’'s. The value 0f13¢r at each of these points 1s the amount
of flux change representing a stable ONE. From the values of IAandtﬁﬁT/2¢r
of each of these stable points, one can easily determine the corresponding

points on the plots of O, /2 wvs. Op/2¢ , as marked by x’s 1n Fig. 24.
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FIG. 23 FLUX-GAIN CURVES OF A CORE-DIODE SHIFT REGISTER WITH A
SINGLE ONE
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FIG. 24 BACK FLUX TRANSFER IN A CORE-DIODE SHIFT REGISTER WITH
A SINGLE ONE

The value ofll¢B of each of these points is the amount of flux change
representing the level of a stable ZERO due to back transfer. For ex-
ample, 1f IA varies from 0.6 ampere to 0.8 ampere to 2.0 ampere, then A
representing a stable ONE varies from 95 to 100 to 102.6 percent of 29 ,
and A¢ representing a stable ZERO varies from 3.85 to 8.3 to 11.3 percent
of 2¢ , where 2¢ = 60 maxwells.

As can be seen from Fig. 69 on p. 71 of Report 1, a ZERO buildup
to ONE corresponds to a minimum point where G. vs.Zl¢T is tangent to the
horizontal line G = 1. We have not computed this point because of the lack

of proper models for switching from partially set states.

e. INFORMATION PATTERN

So far we have assumed a single-ONE information pattern in the
shift register, which is the worst case that should be considered in order
to compute the maximum I:i". For computation of Iy®¥, which is beyond the

scope of this report, a single-ZERO pattern should be considered.

Let us consider now the effects of a ONE transfer in each of the

neighboring stages on the flux switching of the transmitter-receiver pair
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under investigation. As shown in Fig. 20, the voltage NT¢R blocks the
diode of the following stage regardless of whether a ZERO or a ONE is
transferred in the following register stage. Hence, the analysis of a
single-ONE case is also valid for the case in which a ONE is transferred

in the following stage.

Now, suppose that Core B receives a ONE. The induced voltage,
NTéB’ will similarly block the diode between Core B and Core T. In this
case, iy = 0, and Mode 3 does not exist. Although this case is easier to
analyze than the single-ONE case, there is no practical need for analyzing
1t for the following reason. The back-loop current in the single-ONE case
has been found to be negligible, i.e., varying from zero to around F /N,

Hence, the flux transfer in the preceding stage has only a second-order

effect on the flux switching in the stage under investigation.

In conclusion, the analysis and computation of the single-ONE
case may be regarded as applicable to any other information pattern other
than the all-ZERO case. 1In order to illustrate this point, experimental
waveforms of éT(t), i,(t), éﬂ(t), and i1,(t) in the single-ONE and all-ONE
cases are compared in Fig. 25. Although representing two extreme cases of

information pattern, these waveforms are quite close to each other.

6. SUMMARY

A core-diode shift register, driven by a slow-rising current pulse of
amplitude I,, is analyzed for the case of a single-ONE information pattern
by considering three cores: a transmitter (Core T), a receiver (Core R),
and the receiver of a previous stage (Core B). Seven basic equations in-
clude the net F of each core (three equations), &(F,¢) of Cores T and R
(two differential equations, each based on the parabolic model for in-
elastic switching), and two loop equations. It is assumed that if Core B
is switching, Fp is clamped to the static ¢(F) curve. Representing each
diode by a voltage source and a resistance, three modes of operation are
distinguished: in Mode 1, both diodes are blocked; in Mode 2, the back
diode is blocked and the forward diode is conducting; in Mode 3, both
diodes are conducting. Using the basic equations in each mode of operation,
a computer program was written for computing the time variables during the
switching time and also the flux-gain curves for different values of I,.

In addition to using the é(F,@) PROCEDURE for Cores T and R, Newton’s equa-
tion x, = Xy [f(j)/fzj)] is employed in an iterative solution of the

J
forward loop equation, f = 0, during each At, where x is either the loop
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FIG. 25 EXPERIMENTAL TIME VARIABLES IN A CORE-DIODE SHIFT REGISTER
WITH SINGLE-ONE AND ALL-ONE INFORMATION PATTERNS

(I, 1.18 ampere)
Time scale - 0.5 pusec/major div.; ¢P and ¢;B scale ~ 0.5 (volt/turn)/major div.;
i, scale ~ 0.5 ampere/major div.; i scale = 0.2 ampere/major div.

¢ scale ~ 0.25 (volt/turn)/major div.;
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current i, or é, whichever yields a faster convergence. Comparisons be-
tween experimental and computed éT(t), éﬂ(t), &B(t), and i.(t) waveforms
are given in Fig. 21. The agreement, although quite good, can be improved
by reducing the values of A and P, by about 30 percent. By repeating the
computation of A@ of each core for various values of initial transmitter
flux and drive-current amplitude, flux-gain curves and ZERO back flux
transfer are computed and plotted in Figs. 23 and 24. Tt is concluded

from these plots that 1f T

is reduced to 0.565 ampere, a ONE, represented

A
by 88% of 2¢r, drops to ZERO. It is shown that the analysis of a

single-ONE case is applicable to the case of an information pattern with

any number of ONEs.

F. CONCLUSIONS

An attempt has been made in this section to achieve two objectives:
First, to delineate improved flux switching models (Part A4), and second,
to describe the application of the improved parabolic model for inelastic
switching to the calculation of flux switching and load currents in three

magnetic circuits (Parts B through E).

From the comparison between the computed and the experimental data,
there is no doubt that the original parabolic model [Egs. (1), (2), and
(3)] has been improved considerably by replacing Eq. (3) by Eq. (4). Such
a replacement is also consistent with the definition of static @(F) curve
in the sense that for a given positive F value, the flux level at the end
of switching cannot exceed P, As it stands now, the modifie@ parabolic
model [Eqs. (1), (2), and (4)] can be used in computation of ¢(t) where
the required accuracy is not high, e.g., +10 percent. However, higher
accuracy will be obtained for computation of ¢(t), because time integration
of %(t) tends to average out fluctuations of computed &(t) around experi-
mental @(t). This feature is important for the analysis and design of most
of the magnetic circuits, because the operation of these_circuits depends

on the net flux change, rather than the details of the ¢(t) waveform.

It 1s clear that there is room for further improvements of the switch-
ing model in the following areas:
(1) Determine how the switching parameters are affected by

the shape of F(t), e.g., a ramp F(t) and an exponentially
decaying F(t).
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(2) Study the elastic and inelastic initial ¢ spikes in more
detail, using different values of amplitude and rise
time of F, and include their contributions to the over-
all ¢ i1n the switching model.

(3) Include the effects of excessive core thickness on the
over-all switching parameters.

All these model improvements are related to switching from a well-defined,
remanent flux state in saturation. Models for switching from a partially

set state are a separate topic and will be discussed in the next section.

The experiments described in this section have been performed using
two cores whose material properties and relative dimensions were very
different from each other. In view of the agreements between computed and
experimental results, this fact adds to the validity of the modified para-
bolic switching models in general. However, there is a need to use ad-
ditional types of core, with different material and geometry in order to

evaluate the extent of applicability of this model.

Five years ago, the modified parabolic model might have been discarded
as impractical. Today, as computer-programming languages have become so
much simpler, the complexity of this model creates little difficulty. The
practicality of this model has been demonstrated in this section. With the
speed of modern computers going up and the cost of computation going down,
application of complex and accurate switching models in numerical solutions
for magnetic circuits becomes more practical every day. This is one reason
why we should not hesitate to further improve the switching models, and

write computer programs for other magnetic circuits.

As often reported in the available literature, magnetic circuit prob-
lems have been solved numerically by a computer, using various switching
models. In most of these cases, however, neither the methods of numerical
solution nor the computer programs have been included in the publication.
In this report, both are given in detail so that anyone who is interested
in using a computer for a numerical solution of a similar magnetic circuit

problem, can do so with a minimum of effort.

Computer programs for three magnetic circuits have been included in
this report: an unloaded core, a loaded core, and a core-diode shift

register. Other than assignment of values for the switching parameters,
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these programs are independent of the switching model, since the program
for the latter is included in a separate PROCEDURE. As such, these pro-
grams will hardly be affected by any revisions in the switching model.
Similar computer programs will be written for other types of magnetic

circuits which include toroidal cores, multipath cores, or both.
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IIT FLUX SWITCHING FROM A PARTIALLY SET STATE

A. DESCRIPTION OF EXPERIMENTS
1. INTRODUCTION

The parabolic switching model, with its numerous modifications, can
adequately describe flux-switching when initiated from negative remanence
by a rectangular pulse. However, when switching is initiated from a
partially demagnetized state, or when the drive pulse is not rectangular,
significant discrepancies exist. It is important to determine the details
of these discrepancies, and examine the possibilities of either improving
our present switching model, or obtaining a new model that takes account
of the discrepancies. Switching from a partially demagnetized state and
switching with a nonrectangular drive pulse are treated as a single prob-
lem because the discrepancies in both cases are believed to come from the
same source. This will be discussed in Sec. III-E. However, most of the
data of this report were taken for the case in which the initial state is

partially demagnetized.

The literature contains relatively few references on this subject.
A previous technical report’ gave rather extensive experimental data on
the properties of a partially set core, but it contained data on only one
ferrite material, was restricted to a single polarity of test pulse, and
left unanswered some questions of interpretation of the data that can now
be partially answered. Therefore, the purpose of this section 1s to ex-
tend the experiments of Ref. 7 to other ferrite materials, to use both
polarities of test pulse, and to further interpret these data and present
some new ideas for future development of a switching model capable of

describing such data.

A partially demagnetized condition can be reached by several differ-
ent methods, such as imperfect clearing due to nonconstant cross-sectional
area (tapered leg), thermal demagnetization, cyclic demagnetization, and
partial switching from remanence by pulses of various shapes. For sim-
plicity, only one method will be considered in this report-—the same
method used in Ref. 7. 1In this method a rectangular pulse (PARTIAL-SET

pulse) is used to partially set the core, i.e., switch it from negative
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remanence (¢ = —¢ ) to some partially set flux state. This partially set
flux state can be identified by three parameters: the flux level, ¢ps,
the duration, Tps (or alternatively, the amplitude Fps) of the PARTIAL-SET
pulse used to obtain that flux level, and the period of time, T,, between
the end of this PARTIAL-SET pulse and the beginning of the following TEST
pulse used to determine the characteristics of each partially set state.
The problem, then, is to describe the switching properties as a function
of the three parameters, ¢ps, Tps, and T,. The experiments were carried
out for a moderate number of judiciously chosen partially set states. For
each state, the switching properties were determined by applying a rectan-
gular TEST pulse whose polarity and amplitude, F, were variable. Three
basic types of response to the TEST pulse were measured: (1) the 700-usec
@P(F) curve; (2) the ép(F) curve; and (3) the &(t) waveform. The experi-
mental data will be presented and discussed under these three headings in

Parts B, C, and D, respectively, and conclusions and further discussion

will be given in Part E.

2. ExPERIMENTAL SET-UP

The experimental set-up is, for the most part the same as that used
in Ref. 7. Brief descriptions will be given here for the convenience of

the reader and to point out the differences where they do exist.

a. CORE

The geometry chosen for these experiments is that of a toroid
whose OD/ID ratio is slightly greater than unity, so that radial variations
of B and H would be minimized. The value of OD/ID = 1.10 was used, as a
compromise between having radial variations ofB and H on one hand, and
difficulty in fabrication and an unusually high surface-to-volume ratio
(which could, conceivably, affect the switching properties) on the other
hand. The toroidal cores were ultrasonically cut from one-half-inch-

diameter discs of commercially available ferrite material.

Two different ferrite materials were tested, Lockheed 0-6, and
Indiana General 5209. Most of the data were taken on the 5209 material because
the ¢(t) waveforms of the 0-6 material were not simple sech? functions,
as was the case for the 5209 material (and also the Telemeter T-5 material

of Ref. 7). One core of each material was tested. These two cores are
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identified as Core I-3 for the Tahle IV

Lockheed 0-6 material and I-4 DIMENSIONS OF CORES I-3 AND I-4

for the Indiana General 5209 Outer radius, r, 0.378 om
material. Since both cores were Inner radius, r; 0.343 cm
ultrasonically cut by the same m7ragexadhm, 0.360 em

r /r. 1.10
. . - [ 13

tool, most of their dimensions h (thickness along axis) | 0.0767 cm (Core I-3)
are nearly identical.. Those 0.0848 cm (Core I-4)
dimensions are given in Table IV. o™i 0.035 em

b. PULSE SEQUENCE

The pulse sequence used throughout the experiments on partial-
setting is given in Fig. 26(a), together with the appropriate nomenclature.
The corresponding paths of operation in the @(F) plane are shown 1in
Fig. 26(b). The numbers 1 through 5 in Fig. 26(b) correlate with the
numbers of Fig. 26(a). The PARTIAL-SET pulse switched the core from neg--
ative remanence (¢ = ‘¢r) to the partially set state which was to be tested.
This state is i1dentified by the set of parameters ¢ps, Tps and T,. The
following TEST pulse then switched the core to some new flux level to de-
termine the characteristics of the initial, partially set state. The
amplitude, F, of the TEST pulse was varied to switch the core at different
rates and to different flux levels. The polarity of F could be either
positive or negative. The first negative CLEAR pulse then switched the
core back to ~¢r. The last two CLEAR pulses, which switch the core to
t@ and then back to -¢ again, served to remove all traces of past history.
A single CLEAR pulse has been found to be inadequate to completely remove

4 ° explain this

the effects of a core’s past history.’ Hewitt and Overn
effect by proposing that 360-degree domain walls are formed when a core

1s cleared from a partially set state. These 360-degree walls can then
contribute to switching during the following cycle. Their experimental
measurements, and subsequent measurements made in this laboratory, showed
that the effects of past history can be removed by adding a CLEAR pulse of
the same polarity as the pulse that partially set the core. This is the
Justification for the positive CLEAR pulse. This positive CLEAR pulse was
preceded by anegative CLEAR pulse, sothat a flux measurement could bemade
immediately after the TEST pulse, before any other fluxchanges were made.

The flux switched by the TEST pulse could not be measured during the TEST pulse
because the duration of the TEST pulse was sometimes long compared to the
time constant of the integrator (150 usec). Switching during the first nega-

tive CLEAR pulse wasrelatively fast, so that integration was not a problem.
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FIG. 26 PARTIAL SWITCHING EXPERIMENT
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c. COAXIAL CORE HOLDER AND WINDINGS

The core was mounted coaxially in a section of 50-ohm trans-
mission line, so that fast-rise MMF pulses could be applied by sending a
current pulse down the transmission line. The winding configuration was
the same as used in Ref. 7, except for the number of turns in the CLEAR
winding. This winding configuration is shown in Fig. 27 which is repro-
duced from Ref. 7. The CLEAR winding was changed from 5 turns to 10 turns
to provide a more uniform H field around the circumference of the core.
The four-conductor, one-turn winding was used for the TEST pulse in addi-
tion to either the positive or negative CLEAR pulses, depending upon the
polarity of the TEST pulse.

FOUR-CONDUCTOR,

FERRITE ONE- TURN WINDING

CORE

OUTPUT FROM
MERCURY RELAY

PULSER
- -
TO 50-ohm
TERMINATION

CENTER CONDUCTOR OF
50-ohm TRANSMISSION LINE

5 TURN
SENSE POSITIVE

WINDING CLEAR PULSE

RA-2697-115

FIG. 27 CONFIGURATION OF CORE AND WINDINGS
Reproduced from Ref. 7

d. PULSERS

Three different pulsers were used for the experiments on partial
switching. The first pulser, which supplied all three CLEAR pulses, con-
sisted of conventional negative hard-tube drivers with a 0.1-usec rise time.
The second pulser consisted of three positive transistor drivers in
parallel. These three current drivers could all be driven by either a
common 1nput pulse or separate input pulses of different durations and at

different times. The minimum rise-time of these drivers was about
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50 nsec (nanoseconds), and the maximum amplitude was 1.3 amperes each.

The maximum pulse width was about 700 wusec. The third pulser was a
mercury relay pulser with a rise-time of less than 0.7 nsec. This type

of pulser!” generates a pulse by discharging a certain length of trans-
mission line into an impedance-matched load via a coaxial mercury relay.
The length of the charged transmission line determines the pulse duration,
and the voltage to which 1t is charged determines the pulse amplitude.

This pulser had a maximum amplitude of 40 amperes, a pulse duration ranging
from 1 nsec to 900 nsec, and a characteristic impedance of 50 ohms. It was
used only for partial-set pulses of 900 nsec or less in duration. Longer
partial-set pulses and all of the TEST pulses were supplied by one or more
of the transistor drivers, which were connected to the four-conductor, one-
turn winding. Since mercury relay pulsers characteristically have a lot

of jitter, it was necessary to synchronize all of the other pulsers to

the mercury relay pulser when it was used.

e. FLUX MEASUREMENT

The flux changes were measured by means of a special second-
order integrator, two choppers, and two dc voltage references. The cir-
cuit diagram is shown in Fig. 28. This integrator is a different type of
second-order integrator from the one described on page 133 of Report 2,
and is discussed in greater detail in Ref. 7. In the integrator de-
scribed in Report 2, the main signal and the error correction signal
were summed external to the integrator. This addition is inconvenient
when a chopper and avoltage reference are used to measure the switched
flux. The integrator used here, and in Ref. 7 adds the error-correction

signal internally to eliminate this difficulty.

In this integrator another capacitor, C,, 1is added in series
with the usual capacitor, C,. The first-order integral is thus available
at two places, across C; and across C,. The signal across C, is then in-
tegrated again via R, and C; to obtain the first-order error-correction
signal which appears across C;. Since C; and C,; are in series across the
output terminals, the main signal and the error correction signal are
thereby added algebraically. The combination of two choppers (at differ-
ent frequencies) and two dc voltage references provides two reference
lines on the oscilloscope display. One reference line (B) was used as a

variable base line and the other used to measure the amplitude of the

flux signal.
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FIG. 28 CIRCUIT FOR MEASURING FLUX CHANGES

When the %}F) and ¢(t) data were taken, the period of time
between the end of the TEST pulse and the beginning of the first CLEAR
pulse was made much larger than the integrator time constant, R,C, so that
the integrator capacitors would be nearly discharged prior to the flux
measurement. A small remanent charge does not matter, however, since the
variable base line of voltage reference B can account for it. The measure-

ment of the ¢(F) curves will be discussed in Part B.

f. TEMPERATURE

The experimental measurements were all made at a temperature of
29°C. The temperature was automatically maintained by means of a heating
coil and thermistor probe imbedded in the outer conductor of the coaxial
core holder. Ample time was allowed so that the core and its associated
conductors would reach thermal equilibrium before any measurements were

taken. These measurements should be extended to other temperatures.

B. CURVES OF ¢(F)
1. EXPERIMENT

Curves of ¢(F) were taken for each partially set state by using a
700-usec TEST pulse. These 700-usec ¢{F) curves are assumed to be close
to the true static ¢(F) curves. A comparison was made in Ref. 7 between

and 800-usec ¢(F) curve and a 17-msec @®(F) curve for the ferrite T-5material.
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This comparison revealed only about 3 percent difference in F_ for the
two cases. No such check has been made, however, for the materials used

here.

The experimental 700-usec @(F) curves were measured by adjusting the
TEST pulse to 700-usec and by adjusting the time interval between the end
of the TEST pulse and the beginning of the first CLEAR pulse to about
0.5 usec. The flux change was integrated from just prior to the end of the
TEST pulse to just after the end of the first CLEAR pulse [see Fig. 26(b)].
The experimental ¢(F) curves therefore represent peak, not remanent, flux

values.

2. RBREesuLTs

Only two ¢(F) curves were measured for Core I-3 (Lockheed 06 material)
one for no partial setting, and one for ¢ps = —(1/2)¢r, Tps = 900 nsec, and
T, = 50 usec (see Fig. 29). The no-partial-setting curve exhibits a ver-
tical side for a flux change of over ¢ . When F was adjusted to that part
of the curve the core would switch relatively quickly on some cycles,

exhibit a time delay before switching on other cycles, and on still other

6——0———-0——0_0 - —s
4L— —

Tps =900 nsec
2 —

o —

¢ (maxwells)

|_—NO PARTIAL SETTING

-4 —
A JI | |
|

2 3 4
F(amp-turns)

RA-3696-238

FIG. 29 700-usec ¢(F) CURVES OF CORE I-3
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cycles, not switch at all. This appeared to bc a random process. A

#(t) oscillogram will be included in Part D* to illustrate this type of
switching. Note that the vertical side does not appear on the partially
set ¢(F) curve. The vertical side was observed to gradually shorten in

A ¢ andeventually disappear as ¢ps was increased from ¢ to ~-(1/2)¢,.

Six families of ®(F) curves were taken fo

positive TEST

PO ILIVe

re 1-4, three for a
T

r
ulse, and three for a negative TE se. These arc

[

P
shown in Fig. 30. Note that the curves for a negative TEST pulse are
shown reversed for easy comparison. The parameter in each of these six
families of curves was the duration ’1"ps of the PARTIAL-SET pulse, which
varied from 10 nsec to 100 usec. The three values of ¢ps used for each

polarity of TEST pulse were —(1/2)¢r, 0, and +(1/2)¢r_
3. DiscussIoN

The vertical segment in the @¢(F) curve for Core I-3 is not shared by
either Core E-6 (Ref. 7) or Core I-4. However the 900-nsec partial-set
curve for Core I-3 is very similar to the 900-nsec curves for the other
two cores. Note that the threshold is both considerably lowered and
rounded by partial setting. The curves of Figs. 30(a), (c), and (e), that
is, for +F, show a very similar lowering and rounding of the threshold
for Tps = 900 nsec (similar to Cores I-3 and E-6). Note that for +F and
slow partial setting (Tps large), the threshold is neither lowered nor
rounded, but that fast partial setting (TPS small) lowers and rounds
the threshold very much. This, too, is very similar to the results of
Core E-6. Also, notice that the curves for slow partial setting cross
the major ¢(F) curve. This was also observed on Core E-6. This might be
partially explained by the fact that these ¢(F) curves are not truly static
curves. However, the effects are somewhat too large to be entirely ex-
plained by this fact. Since no data for —F were taken on either Core E-6
(Ref. 7) or Core I-3, no comparisons can be made. We observe, however,
that for Core I-4, the ¢(F) curves for —F are considerably different from
the curves for +F. The biggest difference exists for slow partial setting
(e.g., Tps = 100 pusec). For this case the threshold is lowered consider-
ably for -F, but not for +F. Probably the major difference inthe physical
condition for +F and -F is the availability of favorable nucleation sites
(points at which the nucleation of a domain is relatively easy). For a

positive TEST pulse, these favorable sites already have nucleated positive

* Figure 33
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domains and additional switching will occur by further growth of these
domains. However, for a negative TEST pulse, negative domains can nu-
cleate at these same favorable sites within the previously nucleated

positive domains. !

Thus, for a negative TEST pulse, the favorable nu-
cleation sites are available during both the PARTIAL-SET pulse and the
following TEST pulse; for a positive TEST pulse, they are available only
during the PARTIAL-SET pulse. These differences are probably, in some
way, responsible (e.g., via difterences in the demagnetization fields)
for the differences observed in the positive and negative ¢(F) curves,

and also in the ¢(t) waveforms and the &p(F) curves yet to be discussed.

The threshold of the ¢(F) curve is more rounded for -F curves than
for the corresponding +F curves, but the -F curves have less wing, il.e.,
they saturate faster than the corresponding +F curves. Another unexpected
result for the -F curves is the crossing of a curve for one value of Tps
with a curve for the same ¢ps but a different Tps{e.g., Fig. 30(d) and
(£)). The basic physics of most of these results is not known yet; however,
additional discussion will be given in Part E after the other experimental

results have been given.

C. WAVEFORM OF ¢(t)
1. INTRODUCTION

One of our primary concerns in investigating the properties of switching
from a partially set state is the ¢(t) waveform for a constant drive pulse.
We want to know first if the waveform (ignoring scale factors) is nearly
independent of F, and second if this waveform can be described by a sech?
function, as it generally can for switching from —¢, (for a thin ring core).
This information is needed to determine the possibilities of retaining the
parabolic switching model, although somewhat modified, for switching from
a partially set state. The ¢(t) data of Ref. 7, which were only for a
positive TEST pulse, showed that for Core E-6, the &(t) could still be
described by a sech? function, but the parabolic model had to be modified

to include a new parameter, ¢_., which varies with Tps, 103 T and F.

ps’ b?

Since ¢, is important for describing the effects of partial setting,
especially regarding ¢(t), it will now be discussed. The parabolic model
has already been modified in Eq. (4) in Sect. 1I-A, to account for the

limiting of flux switching in accordance with the static #(F) curve.
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Therefore, ¢_ will be included here as an additional modification to that
model. It is interesting to note that the modification of Eq. (4), and
the &, modification of Ref. 7 have several very similar features. Both
retain the parabolic shape for ¢(¢) but alter the width of the base of

the parabola. The former decreases this width to limit the total flux
switched by moving the extreme right point somewhat to the left of +¢,
(cf. Fig. 2). The latter increases the width of the parabola by moving
the extreme left point further to the left--i.e., left of ¢ . Thus, when
both modifications are included the parabola terminates neither at +¢_

nor at —¢_, as is illustrated in Fig. 31. The model can now be written as

(92)

) 26 + 20, * &, = B,
¢ = NF-FHY |1 -

qbs t 2qbc t qbd

where ¢, is a function of F as given by the static ¢(F) curve and ¢_ 1is

a function of TPS, ¢ps, Tb, and F.

- 23%)

RA-3696-242

FIG. 31 EFFECT OF ¢. ON &(¢)

When the core is switched with a step drive, the model results in

a sech? function for ¢(t), i.e.,
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NF -Fi)¥t

¢ = NF - FS)V sech? n
¢c +?(¢s + ¢d)

+ tanh™!

1
[% b, b, - cb,,)]
. (93)
t= (g, + ) J
¢c 2 s d

where ¢, is the initial value of ¢ for the inelastic switching described
by the parabolic model. Note that as ¢, varies, with everything else
except ¢ and t fixed, neither the total area under the #(t) curve, nor
ép changes, but t, does change. Relatively little information is yet

, T

b s and F, but some

available as to the relationship of ¢, to Tps, ool "

trends can be pointed out.

The objectives of this part of the report, then, are (1) to determine
if similar ¢(t) waveforms are obtained for Cores I-3 and I-4 as were ob-
tained for Core E-6 in Ref. 7, (2) to determine what ¢(t) waveforms are
obtained for a negative TEST pulse, and (3) to consider ¢, in somewhat
greater detail than was done in Ref. 7. Part C-2 will present the &(t)
waveforms relative to a sech? function for both Core I-3 and Core I-4.
Part C-3 will present data on the effect of varying TPS, with ¢ps and F
held constant for both cores. Both Parts C-2 and C-3 will include the
effects of a negative TEST pulse on Core I-4. Part C-4 will present data
on the effects of varying ¢ps with Tps and F held constant for Core I-4.
Part C-5 will summarize the results.

2

2. CoMPARISON OF ¢(t) AND SECH? FuNcTION

A comparison between the ¢(t) and a sech? function was made by in-
cluding a plot of a sech? function on the graticule of the oscilloscope
camera. The ¢(t) waveforms were examined during the TEST pulse. The
flux switched by the PARTIAL-SET pulse was measured by momentarily removing
the TEST pulse and measuring the flux switched by the first CLEAR pulse
(see Fig. 26). The TEST pulse was made long enough so that switching
would be completed by the end of the TEST pulse.

Two ¢(t) waveforms for Core I-4 are compared to sech? functions in

Fig. 32, one for a positive TEST pulse, and the other for a negative TEST
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pulse. These two waveforms arve for different partially set states and F
values, but each was observed to be fairly representative of the polarity
of the TEST pulse with which 1t was obtained. It should be mentioned that
the same amount of flux is switched by the positive TEST pulse as by the
negative TEST pulse only if the values of ¢ps for the two cases are equal

in magnitude and opposite in polarity [ef. Fig. 26(b)].
(a) POSITIVE TEST PULSE

J I I
iiililll (£ = 40 ampotuns, &, =

— : -0.71 ¢r Tp(‘ = 5nsec
If ANEREE
=‘=.- _*LO.IOVOIT/?urn

—>{ |— = 0.06pusec

(b) NEGATIVE TEST PULSE
(F = —1.57cmp-tums,qbpS

+0.62 ¢, Tps = 900 nsec)

0.022 volts/turn

ANE
EAENEAEEEEEAEE

- L‘" 0.20pusec

FIG. 32 COMPARISON OF /(t) TO SECH? FUNCTION
Core 1-4, Tb =50 .sec

The ¢(t) waveforms of Core I-4 for a positive TEST pulse are qual-
itatively very similar to those of Core E-6 (Ref. 7). This 1s encouraging
because it implies that the parabolic model might be modified to describe
switching in several ferrite materials. The ¢(t) waveforms for a negative
TEST pulse are not so simple [cf. Fig, 32(b)], because they are not very
similar to sech? functions although, as F was increased a somewhat greater
similarity was obtained. It appears as if the tail of the initial spike,
as discussed in Sect. II-A-2, accounts for a large percentage of the total

flux switched. The 700-usec ¢(-F) curves of Fig. 30 demonstrate that
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the threshold is lower for a negative TEST pulse than for a positive one.
It is possible that these results for a negative TEST pulse can be ex-
plained, at least in part, by the nucleation of negative domains within

the positive domains of reversed magnetization'! as was discussed in

Part B-3. These negative domains would contribute to the total domain

wall area (A will be greater) and therefore cause faster switching than
would be obtained for a comparable case with positive TEST pulse. The
lower threshold observed in Figs. 30(b), (d), and (f) will also cause
faster switching. This will be discussed further in Part D in connection
with the ép(F) curves. The shape of the ¢(t) waveform for a negative TEST
pulse cannot easily be explained, however, since the detailed domain con-
figuration, which results in a sech? &(t) for a positive TEST pulse is not
yet fully understood, even for the case in which switching is initiated
from a remanent state (i¢ ). The above explanations for a negative TEST
pulse must not be too readily accepted, because the anomalies of switching
from partially set states with a positive TEST pulse requires explanations
which are not consistent with the usual concepts of domain wall switching.’
It may be that some physical mechanisms are involved which have not yet
been seriously considered but which are capable of describing the anomalies

for both positive and negative TEST pulse polarities.

Waveforms of ¢(t) for Core I-3 were much different from those of either
Core I-4 or Core E-6 of Ref. 7. Even for no partial setting, the ¢(t)
waveforms could not be described by a single sech? function. The ¢(t)
waveforms for three different values of F are shown in Fig. 33. The
multiple exposure in Fig. 33(a) shows that switching is not exactly re-
peated for every cycle. Note that even for the highest F value the wave-
form cannot be accurately described by a sech? function. It appears from
Fig. 33(b) that the core is composed of two distinct materials. The com-
plicated ¢(t) waveforms of Core I-3 in Fig. 33 make it undesirable to use
this core for studying the effects of partial setting. The added complexity
would make it even more difficult to interpret the experimental results.
Note that the shape of these ¢(t) curves (Fig. 33) changes significantly
as F changes. Thus, if this core is a composite of several ferrite
materials, the individual components must differ by more than just A.
The ¢(t) of Fig. 33(a) for F = 0.906 amp-turn shows that the true static
¢(F) curve is re-entrant. At just over the threshold, i.e. Fig. 33(a),
there is first a delay in switching, and then the core switches with a sig-

nificant excess of MMF. The re-entrant shape does not show up in Fig. 29
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FIG. 33 7(t) OF CORE I3
No partial setting
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because this ¢(F) curve was obtained with a constant current source. A
constant current source results in a vertical section in the #(F) curve,

over the re-entrant portion.

3. EFFECTS OoF VARYING Tps

The effects of Tps on the ¢(t) waveform were determined by photo-
graphing several ¢(t) waveforms for different T . values, keeping the

values of ¢ps, T,, and F constant. The value of ¢ps was held constant as

Tps was changed by adjusting Fps. The value of T, was made large compared
to the relaxation time of ¢(t). These waveforms are shown superimposed
for easy comparison. Both positive and negative polarities of the TEST

pulse were used for Core I-4 and the results are given in Figs. 34(a) and
(b). Only a positive TEST pulse was used for Core I-3 and these results
are given in Fig. 35. It can be seen from Figs. 34(a) and 35 that, for a
positive TEST pulse, ¢_is strongly influenced by variations in Tps

(or Fps) as ¢ps is held constant. This is evidenced by the fact that the
initial value of ¢, excluding the initial spike, varies roughly between
50 and 100 percent of ép. The initial value of ¢, éo, cannot be deter-
mined directly from ¢(t) because of the presence of the initial spike.

It can be estimated, however, by mentally fitting a sech? function to the
#(t) waveform and finding the relative value of this function at t = 0
(i.e., at the beginning of the TEST pulse). The ratio of &0 to ép in-
creases as ¢c increases, providing that by, ., and ¢, are fixed and ¢0
is less than ¢, ~(¢$, = ¢$,)/2. A greater value of ¢, corresponds to an

experimental ¢(¢) which has no maximum other than the initial spike.

The value of ¢, can be calculated from the ratio of éo to ép by use
of Eq. (92) and by letting ¢, = (F - F)¥, and ¢ = ¢, i.e.,

b, 20, + 20, + &, = b,\?
-— = 1 - (94)
¢p qbs + 2¢c + ¢<f

o

where

by = b, + AP (95)

ps

and A¢'is defined as the area of the #(t) which is not included under
the sech? function (see Fig. 7 of Ref. 7).
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FIG. 34 EFFECTS OF T,s ON ¢(t) OF CORE I-4
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Actual values of @, were not determined as was done in Ref. 7; how-
ever, results are clearly similar-—that is, ¢, increases significantly as

Tps decreases from 100 usec to 100 nsec (Fps increases).

In the case of a negative TEST pulse, Fig. 34(b), it is not as easy
to judge the variation of ¢, because the waveform of @(t) is not as accu-
rately described by a sech? function. The value of ép in this figure, as
well as in Figs. 34(a) and 35, is clearly changing as Tps varies. This
is a result of variations in Fg and A and is the primary topic of Part D.
It should be recalled that variations in ¢, do not influence the value
of ép[cf. Eq. (93)]. Changing A or F; or both affects the value of ép
by the same factor as it does the value of peaking time, t, - Disregarding
any such changes in Fig. 34(b) we see that not much other change is evi-
dent. Thus, it can be concluded that Tps has little effect on ¢ when the
TEST pulse is negative (if such a quantity as ¢, can be defined for a
negative TEST pulse). This conclusion must be restricted to Core I-4; no
data have been taken for a negative TEST pulse on the other cores (I-3
or E-6).

Values of ¢, were calculated in Ref. 7 for Core E-6 for four different

values of Tps, but these ¢  values were not plotted. It is, therefore,
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worthwhile to include a graph of those values here. For reasons to be
discussed in Part E, the values of ¢_  were plotted wvs. Fps rather than
vs. Tps (¢ps was held constant for these data). This graph is shown 1in
Fig. 36, where the experimental data are represented by points. The
solid curve was obtained by fitting an exponential to these points with
the restriction that the value of ¢  for FPS = Fg (i.e., ~¢_, ) must be
equal to the negative of the value for FPS — ®, This restriction, which
was consistent with the data, was made so that ¢_ could be described as
a product of two functions, one having Fps as an argument, and the other
b, .

used merely as an example of the general type of function required to

This resulted in a simpler function. An exponential function was

describe ¢ vs. Fps. The exponential function plotted in Fig. 36 1is

-(1/F

¢c = b, [1 - 2e k

Y(F_ =Fg)
ps " 07] (96)

where ¢__ 1s some function of ¢ps and F, 1s some function of F. The

value of F, was determined empirically to be 1.49 amp-turns for the F

value (2.00 amp-turns) used in taking the data of Fig. 36. The data of
Fig. 36 was taken with T, large compared to the relaxation time. If T,

0.3 T | ] “ |
0.2 - A
0.1 |
F i o EXPERIMENTAL POINTS FOR CORE E-6(Ref. 7)
0 T
| g
Fo+F ®
| 0"k <T°"=o.2|5
-0l | s _
‘ Fu=|'49 amp-turns
ol | 4>p,=-o.4s¢,
Crr—— F=2.00 amp-turns n
(_fg Ty =50 sec
P A | | | | ! ! | 1 | |
0 | 2 3 4 5 6 7 8 9 10 — 29 30

Fps(amp-turns)
RA-3696-247

FIG. 36 ¢_ vs. F

c ps
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|
is reduced to zero for F = Fps then switching must reduce to that obtained i
for a constant MMF throughout switching. This means that ¢_ must be zero ‘
for T, = 0 and FP$ = F. In Fig. 36 it appears as if ¢_= 0 at F = Fps 1
= 2.00 amp-turns, even though T, # 0. Perhaps at small Fps values, T, has ‘
little effect upon ¢, . It is interesting to assume, tentatively, that }
Eq. (96) is applicable for T, = 0 and apply the restriction ¢, = 0 for %
FPS = F, so that F, can be calculated as a function of F and Fy. In doing :
this we obtain |

|

|

F, = — i (97)
k In 2

Substituting Eq. (97) into Eq. (96) results in

|
[r-F )/ (F-F)]
¢, = ¢, 1 -2 ps 0 (98) |
Equations (96), (97), and (98) have been obtained from data of Core E-6
and, therefore, cannot be assumed to be correct for other cores. However,

some indication of the general trend of ¢ ws. Fps and F of Core I-4 can
be gained by checking Eq. (98) with some of the data of Core I-4. These
checks are not intended to prove the general validity of Eq. (98) but
only to test its plausibility.

Note that Eq. (98) results in a positive ¢  for F < F_ _ and a nega-
tive ¢C for F > Fps. This effect can be checked for Core I-4 at
F = 2.50 amp-turns, and ¢ps = =(1/2)¢, by estimating the ratio ¢, to ép |
in Fig. 34(a). Assuming that A¢' is about 0.052 ¢  (taken from the data |
of Ref. 7) and reading ¢, for F = 2.5 amp-turns from Fig. 30(a) as 0.936 ¢, |
and ¢, = 0.96 ¢, we obtain ¢y = &, *+ Op' = ~(1/2)(0.96 ¢,) + 0.052 ¢,
= =-0.43 ¢S. Using these values inEq. (94), and letting ¢C = (0, results ina ’
ratlio of&m to&% 0.83. In Fig. 34(a) we see that forF;s =1.15 amp-turns < F,
the ratio of $0 to ép is certainly less than 0.83 and therefore ¢ is
negative, in agreement with Eq. (98). Likewise for Fps = 30 amp-turns >F,
éo = ¢p, therefore ¢  is positive, again in agreement with Eq. (98). 1In
the intermediate case, Fps = 2.0 amp-turns, ¢(t) has a ratio of ¢0 to ¢p
which is only slightly less than 0.83, thereby resulting in a value of
¢c which is a little less than zero, also in agreement with Eq. (98).
For these values Eq. (98) appears, at least, to give the correct trend

for ¢, vs. F

ps’
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4. EFFECTS OF VARYING ¢
ps

The effects of ¢ps upon the ¢(t) waveform were examined by photo-
graphing the ¢(t) waveforms for several values of ¢ps. The values of ¢ |

were obtained by varying FPS. The value of Tps was held fixed at 5 nsec,
which is at the low end of the range of possible Tps values. This value
of Tps was chosen because it resulted in the largest values of ¢_. Three
families of waveforms were obtained, corresponding to low, medium, and
high values of F of the TEST pulse. These are given in Fig. 37(a), (b),
and (c), respectively. It should be recalled that the rise time of the
TEST pulse is about 50 nsec, because it influences the early part of the

waveforms for the medium and high F values.

Note that at F = 1.50 amp-turns, Fig. 37(a), increasing ¢ps increases
ép, whereas, for F = 4.00 amp-turns, Fig. 37(c¢), increasing ¢ps decreases
ép. This implies a change in both A and Fj with ®, and is discussed further
in Part D in connection with the ép(F) data. Note also that the waveform
does not appear to change (disregarding scale factors) when ¢ps isincreased
except for the location of the beginning of the waveform relative to its

peak.

The effects of ¢ps upon ¢_ have not been carefully examined. When
¢ps is varied, ¢, also varies, and this causes a variation in the ratio
of éo to @p even 1f ¢_ is constant (cf. Eq. (94)]. Thus, cursory observa-
tions of ¢(t) waveforms for various values of ¢p$ are not sufficient to
determine even qualitative variations in ¢_. Instead, A¢' and éo must be
measured so that ¢, can be determined from Eq. (95) and ¢, calculated from
Eq. (94). It is reasonable to assume, however, that for a very smallzﬁ¢ps,
varying Fps will have little effect upon ¢, , and that aszﬁ¢ps increases the
effects of Fps upon ¢_ will increase. The value of ¢_ for no partial set-
ting is probably nearly zero for all values of F, although, this has not
been experimentally verified. Determination of the variation of ¢C with F
for no partial setting is complicated by the small variation of ¢, with F,
which is a subtle problem needing further investigation. It can be shown
from Eq. (93) that the total flux switched is a function of ¢  but not a
function of ¢_. These two quantities must not, therefore be confused with

each other.

The quantity ¢_, of Eqs. (96) and (98) was said to be a function of
¢

ps This function has not yet been determined. However, it is likely
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that ¢ increases monotonically from zero as ¢ps increases from —¢r to
zero. It is not yet known whether ¢Co contlinues to 1lncrease as ¢ps

exceeds zero or whether it begins to decrease when ¢ps exceeds zero.

As another rough check of Eq. (98), consider the second to the left-
most @(t) waveform in Fig. 37(a). For this®(t), ¢ps = ~0.80 ¢, . An esti-
mate of the ratio of ¢0 to ¢p from this waveform is 0.90. Determining ¢d
to be 0.70 ¢s from Fig. 30(a), ¢_ to be 0.96 ¢S, and estimating &¢' to be 0.03¢
(less than the 0.052 ¢s used above because F is smaller here), we obtain
b, = —0.74 ¢s. Using these values in Eq. (94) and solving for ¢c results in
$,=0.24¢_. Inthiscase F, . is equal to approximtely 27 amp-turns which
is much larger than the 1. 50 amp-turn value of F.. Since F << Fps, Eq. (98) re-
sults in ¢C = ¢ , whichis 0.215 ¢S for Core E-6 (Fig. 36). The 0.24 value
1s quitehighconsideringthefactthatlﬁ¢psisonly0.20¢rforthis calcula-

co

tion, whereas, in Fig. 36Z§¢psis 1/2¢r. Perhaps ¢Co is significantly larger
for Core I-4 than for Core E-6. However, the fact that ¢ is strongly posi-

tive for F << F, . 1s in qualitative agreement with Eq. (98).

The formulation and checks of Eq. (98) were only approximate. There-
fore, this equation must not yet be taken as more than an approximate

pst Ppon

mental work needs to be done to establish more rigorously these relation-

example of the relationship of ¢_ to F and F. Much more experi-

ships, especially with regards to the effects of ¢ps.

5. SuMmMARY

The parabolic model of Sect. I-A was modified to include the param-
eter ¢_. Experimental ¢(t) waveforms for partially set states were com-
pared to a sech? function. It was found that the é(t) for a positive
TEST pulse was very similar to a sech? function, as was also the case for
Core E-6 of Ref. 7. Thus the parabolic model should prove to be useful
if its parameters can be adequately determined as a function of the par-
tially set state. The &(t) for anegative TEST pulse was not accurately
described by a sech? function, especially not at low F values. The &(t)
of Core I-3 was not accurately described by a sech? function even for no
partial setting. It was found that the major effect of Tps on the ¢(t)
waveform for a positive TEST pulse was to change ¢, This effect was very
similar to that of Core E-6. No such effect was obtained for a negative
TEST pulse. Data from Ref. 7 for Core E-6 was plotted and from this plot
a function for ¢C(FPS,F) was obtained. A few rough checks of this equation

from the data of Core I-4 indicated that this function seems reasonable.
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The effects of ¢PS on ¢(t) were discussed and it was speculated that ¢ps
affects the coefficient ¢, of the function for ¢C(FPS,F).

D. CURVES OF ¢p(F)

1. INTRODUCTION

Once the static ¢(F) curves and the ¢(t) waveforms have been deter-
mined for each partially set state, it is important to determine how the

speed of switching varies with the applied MMF, F. There are two common

methods of determining this property: one is to measure ép vs. F, and the
other 1s to measure 1/73 vs. F. The factors which need to be considered
in deciding between these two methods were discussed in Ref. 7. It was

decided, on the basis of these factors, that the method based upon &p
vs. F would be used for this report. These ép(F) data were found to be
decided, on the basis of these factors, that the method based upon ¢p

vs. F would be used for this report. These ¢P(F) data were found to be
describable by the function

¢, = MF - F)" (99)
as is usually the case for switching which is initiated from -¢_ (for
thin ring cores). This equation is consistent with Eq. (93). The varia-
tions of the quantities Fg, A, and v as a function of ¢ps, Tps, and Tb
can then be examined. In the case of a negative TEST pulse, $(t) can not
be accurately described by a sech? function alone. Therefore, the para-
bolic model isnot capable of describing thisswitching. The values of Fg,
A, and v for this casedo not, therefore, apply toEgs. (92) and (93). However,
they can beused to describe the ép(F)curves. The object of this part of
the report is to study the effects of partial setting upon F, A, and v.

The ép(F) data were taken by first establishing the desired partially
set state and then measuring the peak ¢ during the TEST pulse as a function
of the F of the TEST pulse. The flux level, ¢ps
state was determined by temporarily removing the TEST pulse and measuring
the flux switched by the first CLEAR pulse. The effects of ¢ps, T

T,, upon the ép(F) curve were determined by varying one of these quantities

, of the partially set

s and
at a time while holding the other two fixed. For each partially setstate,
the data were plotted as ép vs. (F - Fy) on log-log paper to determine

Fs, A, and v. A trial-and-error process was used to determine which value
of Fj resulted in a straight-line plot. The value of v was then determined

as the slope of this line, and A as the &5 value for F - Fg = 1 amp-turn.

107



Error bars in FS, A, and v were estimated.by determining how much F could
be changed before anoticeable curvature showed up in the log-log plot of
¢p vs. (F - Fy). Once F A and v were determined, for each partially

set state, these values were used to calculate the ép(F) curves which are

shown as solid lines in all of the figures containing ¢p(F) data.

The ép(F) data were restricted to the cases in which ¢ps was less
than 0.3 ¢ . For larger values of ¢ps, and all except the largest values
of Tps, no major maximum 1in ¢(t) was obtained. Even when ¢ps and Tps were
near their limits the data could not be taken at the very low F values
because the tail of the initial spike increased enough to obscure the major
maximum in ¢. As Tps decreases, for a positive F, ¢_1increases (cf.
Fig. 36). As ¢_ increases, the argument of the sech? function in Eq. (93)
increases toward zero. If the argument becomes equal to or greater than
zero, no maximum 1n @(t) is obtained [cf. Eq. (93)). Thus, for a given
3, ..

major maximum in ¢ becomes obscured by the initial spike, or ceases to

and a positive F, as Tps is decreased below a certain value, the

exist at all, and no, or very little, ¢p(F) data can be taken. For
¢P$ = —(1/2)¢,, this value of ES was somewhat less than 500 nsec for
Core I-4. For a negative F, this problem is not nearly as serious, and
%P(F) data can be taken for much smaller Tps values. Most of the ¢P(F)
data were taken on Core I-4.

In Part D-2 we consider the effects of Tps upon the ép(F) curve, in
Part D-3 we consider the effect of ¢Ps, and in Part D-4 we consider the
effect of T,. Part D-5 contains further, more general, discussion and

conclusions.

s

9. EFFECTS OF VARYING T‘p

Curves of ép(F) for ¢p$ = =(1/2)¢,, with Tps as a parameter, were
taken with both a positive and a negative TEST pulse. Curves for Tps
values of 100 usec, 900 nsec, and 500 nsec, and a positive TEST pulse
are given in Fig. 38. The ép(F) for no partial setting is included as a
reference. The most important result of these data is that the slope of
the curves for partial setting is much lower at a given F value than for
no partial setting. This is very similar to the results of Core E-6 in
Ref. 7. Only two ép(F) curves were taken for Core I-3, one for no partial
setting, and one for Tps - 900 nsec. These curves are shown in Fig. 39.
These curves show the same general characteristics as the corresponding

curves for Cores I-4 and E-6.
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The no partial setting curve in Fig. 38 exhibits a subtle change in
curvature near F = 1.62 amp-turns, which is not noticeable in the figure.
However when ép is plotted wvs. (F - Fg) with log-log scales, the transition
can be easily seen, and is illustrated in Fig. 40. The lower region,
below F = 1.62 amp-turns, can be described with Fj = 1.10 amp-turns,

A = 0.146, and v
linear segments, (not shown in Fig. 40) or a single curve having F =1.35,
A = 0.154, and v

is small enough, compared to the scatter of the data points, that it is

1]

2.14. The upper region can be described by either two

1.1. The amount of curvature above F = 1.62 amp-turns

difficult to judge which description is more accurate. The horizontal
dashed line in Fig. 40, which is at F = 1.62 amp-turns, indicates the
transition between the two regions. This value was chosen so that the
slopes of the two regions of ép(F) would be equal. The physical reasons
for two different regions in the ép(F) curve are not known. It might be
that there are two different mechanisms of switching, such as domain wall
motion and noncoherent rotation or perhaps just some variations of domain
wall switching. The ép(F) data of Core E-6 did not require more than one
region to be described by Eq. (96) for a comparable range of F. However,
the no-partial-setting ép(F) data of Core I-3 also required two regions
with a transition at F = 1.83 amp-turns. The values of Fg, A, and v used
for the solid curves of Fig. 38 are plotted vs. Tps in Fig. 41 to 1llustrate
general trends. The data are not accurate enough, nor complete enough, to
determine exact functional relationships. However, for the following dis-
cussion, it is assumed that the curves drawn in Fig. 41 are indicative of
the actual relationships between these quantities. The value of Fg, N,
and v for Core I-3 are given in Fig. 39 since there is only one ép(F)

curve for a partially set state.

The 100-usec ip(F) curve in Fig. 38 deviates from the experimental
points at the upper end. However, not enough data points were taken

to determine the values of Fy, A, and v above F = 2.5 amp-turns.

Even though the ép(F) curves for Core I-4 appear tobe qualitatively similar
to the curves forCore E-6, the quantitative examination ong, A, and v, as given
in Fig. 41, points outseveral significant differences between these two cores.
However, before these differences arediscussed, it should be recalled that Core 1-4
has an OD/ID ratio of 1.10 whereas Core E-6 of Ref. 7 had a ratio of only

1.06. The 1.10 ratio of Corec I-4 might be large enough to begin influencing
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the curvature in $p(F) by a small amount, but it is not likely that the
difference in the OD/ID ratios can account for the difference in Fg, A,
and v to be discussed. There is also a possibility that core surface
effects could produce some differences since the surface-to-volume ratio
of Core E-6 is about 70 percent greater than of Core I-4. This possi-
bility has not been investigated, but several experimentlehave led us to
believe that surface effects are probably not too important as long as
both cores being compared have cut rather than molded surfaces (both
Cores E-6 and I-4 were made by ultrasonic cutting). It is, therefore,
assumed that any differences result from differences in the material

property.

Figure 41(a) indicates that F; of Core I-4 decreases only moderately
as Tps is decreased. This is in contrast to Core E-6, for which Fg (called
F, in Ref. 7) decreased very little as TPS decreased from 100 usec to
5 wusec, but below Tps = 1 psec, F decreased quite rapidly. The Fy vs. Tps
curve for Core E-6 extrapolated to zero at about Tps = 0.4 pusec, whereas

for Core I-4 the curve extrapolates to zero somewhere below 1 nsec.

It is interesting to note that these differences in Core E-6 and I-4

do not show up in the 700-usec ¢(F) curves.

Cores E-6 and I-4 have very similar properties concerning the effect
of Tps upon A. In both cores, A (called K in Ref 7) was reduced by about
42 percent as a result of partial setting to ¢¥S = -(1/2)¢r, and was
relatively independent of Tps (A is not much different for the two F
regions for Core I-4). The only difference noted was that as Tps was de-
creased from 1 usec to 0.5 usec, a slight increase in A occurred for
Core I-4, whereas a slight decrease occurred for Core E-6. In both cases,
however, this change was comparable to the measurement inaccuracies, and
may not necessarily represent a true property of the materials. Core I-3
shows some significant differences regarding A. In the first place, A
for Core I-3 for no partial setting is 1.6 times larger for the upper F
region of &p(F) than it is for the lower region (cf. Fig. 39). For
Core I-4, A\ of the upper and lower regions differed by a factor of only
1.05. The data of Fig. 39 show that partial setting to ~(1/2)¢ reduced
A of the lower F region of Core I-3 by only 15 percent whereas it reduced
A of the upper region by 47 percent. The &p(F) data for Core I-3 for a
900-usec PARTIAL SET pulse did not have to be broken into two regions to
be described by Eq. (99). The transition from a &p(F) curve of two regions
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to one of one region will be i1llustrated when the effects of ¢ps upon

F,, A, and v are examined for Core I-4.

A comparison of the effects of Tps upon v for Cores I-4 and E-6 re-
veals that for TPS between 100 usec and 3 usec the v are practically
equal, and that as Tps decreases below 3 usec, v of Core E-6 begins to

curve upward whereas v of Core I-4 continues downward.

The ®(t) waveform for a negative TEST pulse (Part C) exhibited a well
defined maximum for ¢ps = ~(1/2)¢r even for very small values of Tps. There-
fore, ép(—F) curves could be taken for much smaller values of Tps, for a

comparable ¢, than &;(F) curves for a positive TEST pulse Curves of

s
ép(—F) for T:S values of 100 usec, 900 nsec, 500 nsec, and 100 nsec are
given in Fig. 42. A curve was taken for 7}3 =20 nsec but not included 1in
Fig. 42 to prevent crowding.- The value of ¢;$ for these curves was + ﬂ/2)¢ﬂ
which is comparable (cf- Fig. 26) as far as total flux switched is concerned,
to -(1/2)¢,  for apositive TEST pulse. It should be recalled that @(t) for a
negative TEST pulse is not very well described by a sech? function, Thus, the
values of Fy, N\, and v determined from the é}(-F) curves of Fig. 42 cannot

be used in the parabolic switching model except for rough approximations.

The major difference between the ép(”F) curves of Fig. 42 and the
ép(+FW curves of Fig. 38 is the difference in the slopes of the curves.
For a negative TEST pulse, A is not lowered as much by partial setting
as it was for a positive TEST pulse. This is consistent with the nuclea-
tion of negative domains within the previous positive domains, as was dis-
cussed in Parts B-3 and C-2. This is illustrated in Fig. 43, where Fg,
A and v for a negative TEST pulse are plotted wvs. Tps. Note also that A

increases somewhat as Tps decreases.

"

The curvature shown for F vs. TPS in Fig. 43 1is barely greater than
the error bars so that it is debatable whether F; is constant with Tps
or variable as shown. The values of Fg from this curve are given by
asterisks on the ¢(-F) curves of Fig. 30(b). These values fall near the
values of F_ as was also the case for a positive TEST pulse [Fig. 30(a)].

Since A\ is not much reduced by partial setting, for a negative TEST
pulse, and F|) is reduced somewhat, the ép(F) curves of Fig. 42 fall mostly
above the curve for no partial setting. In addition, the ¢(t) curves
for the same conditions indicated that some of the flux is switched by

another mechanism (i.e., other than that described by the parabolic model
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mechanism) prior to the peak in ¢(t). The net effect is that switching

is considerably speeded up (switching time reduced) by this partial
setting. For example, the 900-nsec ¢(t) curve of Fig. 34(b) has reduced

to 10 percent of its &p prior to the peak in ¢(t) for no partial setting,
whereas for the comparable case in Fig. 34(a), this 10 percent point occurs

considerably later than the peak in ¢(t) for no partial setting.

Figure 43(c) shows that v for a negative TEST pulse is practically
independent of Tps, and is nearly equal to the value for no partial setting

for F < 1.62 amp-turns.

3. EFFECTS OF VARYING ¢ps

The effects of ¢ps upon the ép(F) curve were determined by measuring
the ép(F) for a number of different ¢ps values but with Tps and T, held
constant. These curves are given in Fig. 44 for Core I-4. The value of
Tps was 900 nsec for these curves. No such curves were taken for Core I-3
or for a negative TEST pulse for Core I-4. It is immediately seen in
Fig. 44 that the slope of ép(F), at a given F value, 1s decreasing mono-
tonically with ¢ps. This is shown more clearly in Fig. 45 where F, A,

and v are plotted vs. ¢ This figure also demonstrates how the two

ps
regions in ép(F) coalesce as ¢}s increases from ~¢ . There seems to be
a definite trend for these curves of Fg, X, and v to flatten out as ¢ps
approaches zero. It is not known whether these curves continue to de-

crease slightly as ¢ps exceeds zero or whether they turn upward. It is

speculated in Part E that Fg and A curve upward as ¢ps exceeds zero.

Corresponding families of ép(F) curves need be taken for other values
of Tps to determine if the functions for Fj (¢ps, Tps), A(¢ps,Tps), and
V(¢ps,7;s) can each be described as the product of two functions, one a
function of ¢ps, the other of Tp

s

4. EFFECT oF VARYING Tb

The effect of T, (cf. Fig. 26) was determined by taking a ép(F) curve
for T, very small and comparing it to the corresponding ép(F) curve for a
large T,. Because the rise time of the TEST pulse (50 nsec) was much
larger than the fall time of the PARTIAL SET pulse, (less than 0.7 nsec)
it was impossible to reduce the duration between these pulses to zero.

Therefore the ép(F) curves were taken for as small a value of Tb as
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possible. The value of T, was measured as the time between the half-
amplitude points of the pulses. Another problem in this experiment is

the measurement of ¢ps. Immediately following the termination of the
PARTIAL-SET pulse some flux is unset elastically. Thus, the true value

of ¢ps should be measured at the instant when the TEST pulse exceeds the
threshold. Instead, for simplicity, the value of ¢ps was measured with

the TEST pulse removed (flux change was measured via the first CLEAR
pulse). Then Tps and Fps were held fixed as the TEST pulse was replaced
and T, adjusted to its minimum value. This means that the two ép(F) curves

to be compared are not actually taken for exactly the same value of ¢ps.

It 1s assumed (cf. Ref. 7) that the relaxation effects following the
PARTIAL SET pulse correspond to the decaying tail in ¢(t). This assump-
tion is supported by the observation that as T, is decreased, with T;S
and Fps held constant, no change. in ¢(t) during the TEST pulse is noted
until the front edge of the TEST pulse begins to overlap with the decaying
tail in @(t) immediately following the PARTIAL SET pulse. This decaying
tail can have a time constant (7 ) of the order of several tenths of a
microsecond. As long as T, is several times T, $(t) is not affected by

changes in T,.

The ép(F) curves for small T, were taken by using the mercury relay
pulser for the PARTIAL-SET pulse. Typically, reflections of the order of
several percent follow this pulse and therefore result in some error in the
ép(F) measurements. Therefore, the effects of Tb should not be taken too
quantitatively. They are included to give indications of the qualitative

changes which result as T, is decreased to zero.

Two ép(F) curves were taken for small values of T,. The first one,
given in Fig. 46(a), was Tps = 900 nsec, ¢ps = =(1/2)¢, and T, = 25 nsec.
The second one, given in Fig. 46(b), was for 7;3 = 5 nsec, ¢ps =-0.93 ¢_,

and T, = 70 nsec. Notice that in both cases the effect of reducing T, is
to reduce both Fg and A. This is also the effect produced by increasing
¢ps(see Fig. 45). Thus, some of the effect of T, is probably a result of
a change in ¢ps due to the interruption of the elastic switching at the

end of the PARTIAL-SET pulse. However, notice that the crossing point of
the &p(F) curves in Fig. 44, which is for a 900-nsec PARTIAL-SET pulse,

is at about F = 2 amp-turns, whereas the curves of Fig. 46(a), also for

a 900-nsec PARTIAL-SET pulse, have a crossing point beyond F = 4 amp-turns.

This means that F, is reduced more, relative to the reduction in A, in
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Fig. 46(a) than in Fig. 44. Reducing T,, with ¢ps actually maintained
constant, must therefore result in either a reduction of F_, or an in-
crease of A, or both. Shahan and Gutwin’® found that decreasing T, de-
creases the threshold of the ¢(F) curves for a number of materials. Thus,
F; probably decreases with a decrease in T,. 1In either case, reducing T,
for a fixed ¢ps increases the switching speed if F is less than 4 amp-turns.
The magnitude of these effects will increase somewhat as T, is further
reduced; however, there does not seem to be a very large effect as was
anticipated for Tps = 5 nsec. Tancrell!® reports a reduction in threshold
for some materials when a very small amount of flux is partially set with

a large amplitude pulse of 30 nsec duration and a small T,. Figure 46(b)
illustrates such an effect; however, the reduction in threshold, for

T, = 70 nsec, is not enough to allow the logic scheme proposed by Tancrell
to operate at very fast speeds for the ferrite material used here. Similar

data have not been taken for a negative TEST pulse.

5. SUMMARY

The @p(F) curve of Core I-4 for no partial settingis accurately described
by the function ¢P = N(F - F{)¥, providing that it is broken into two
regions each having adifferent set of values for Fg, A, and v. Curves
of;%(F) were taken with Tps as a Parameter for both positive and negative
polarities of the TEST pulse. These curves can be described by the above
ép(F) equation with only one set of values for F;, A, and v. For a
positive TEST pulse it was found that Fg increases approximately linearly
with log Tps but with a relatively low slope. This contrasts with the
data of Core E-6 (Ref. 7) for which F| increases rapidly as Tps increases
from 0.5 usec to 1 usec, levels off between 1 and 5 usec, and increases
very little for Tps greater than 5 usec. The value of A is reduced by
about 42 percent by partial setting to —(1/2)¢_ and is relatively inde-
pendent of T . This is very similar to the data of Core E-6. The value
of v increases somewhat as Tps increases. The @p(F) curves for a negative
TEST pulse exhibit an F

0
is not reduced as much as for a positive TEST pulse, and is more dependent

which is nearly independent of Tps, a A which

upon Tps (1t decreases somewhat as Tps increases) and a v which 1s constant.

The effects of ¢ps on the d;(F) curves were determined for

Tps = 900 nsec for a positive TEST pulse. It was found that the two

regions in the ép(F) curves gradually reduce to one region as ¢ps in-

creases from -¢ to -(1/2)¢ . The values of F{ and A for both regions
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in ép\F) decrease as ¢ps increases from ~¢_to =(1/2)¢ . The value of v
for the lower-F region decreases, and for the upper-F region increases;

as ¢ps increases over the same range. The effects of T, on ép(F) for

Tps =5 nsec,ﬁw%s=0.07¢r and for Tps =900 ns.ec,A(,‘bps =~(1/2)¢,, were found to
be relatively small. It wasconcluded from thisT, data that, as T, decreases,

for ¢ps constant, either Fg decreases, or A increases, or both.

E. DISCUSSION AND CONCLUSIONS

There are many partial setting effects which alter the switching of
a square-loop ferrite core. The most outstanding of these effects 1is
that A is reduced considerably by partial setting, but is hardly af-
fected by the duration Tps of the PARTIAL-SET pulse. The effort expended
in trying to find a physical reason for this large reduction in A was un-
successful. However, in the process a hypothetical experiment was con-
sidered which showed that the concepts of switching originally held, and
common to the literature of the field, cannot be entirely correct. This

can be illustrated by the following example.

Consider the case in which a step MMF of amplitude FPS is applied to
a core which is initially at ~¢ (see Fig. 47). Let t, be the time when
the core has switched to ¢ = -(1/2)¢,. Assume that the switching from
t =0 tot =1t, can be described accurately by the parabolic model given
in Eq. (92) with certain known values of the parameters Fg, A, v, ¢c, by
and with a known function for ¢,(F). If switching is continued beyond
t, with the same MMF, Fps,

be adequate to describe this switching. However, the results of this

then the values of these same parameters will

report, and of Ref. 7, have shown that if a step change in MMF is made at

t = t;, the same values of these parameters can not correctly describe the

remaining switching, but

new, significantly differ- PARTIAL-SET TEST
PULSE PULSE

A —A.

ent, values can. This new

set of values will describe
switching correctly [not ' T
only ép but the entire ¢(t)

. . mmf Fps
with the exception of the
initial spike] for any

—p

0 1 t
RA-3696-258

reascnable F value, in-

cluding F as long as F

ps’
is constant. When F = F

ps’

FIG. 47 F(t) FOR T, = 0
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there are two sets of values for these parameters which will give the
correct ¢(t). This corresponds to the crossing point of two ép(F) curves,
one for no partial setting, and the other for the given partially set state
(i.e., ¢ps = —(1/2)¢,, Tps =t and T, = 0). It must be concluded, however,
that only the new set of values of the parameters represents the actual
switching for t greater than t, because of their generality for any F value,
i.e., the old set of values give the correct result for F = Fps only by the
coincidence that the error in F and v cancels the error in A. Assume for
example, that an incorrect value is used for F{ in Eq. (92), but that this
error is canceled by choosing an appropriate value for A. A subsequent
change in F will destroy this cancellation. The new set of parameters will
correctly describe switching only if no further change is made in the MMF.
These considerations lead us to the following conclusion. At any instant
during the switching, with a constant applied MMF, the actual values of all
of the parameters are the values that would be determined if at that instant
in time the core is considered to be partially set. This partially set
state is identified by the flux which has been switched, A¢%S (where

¢ps = -, + A¢$S), the time that the core has been switching, Tps, and by

Tb = 0. Using these values of ¢ps, Tps, and T, the true values of the
parameters (e.g., FS, A) can be determined from data similar to those of
Sec. III of this report, but for T, = 0. These new values of the param-
eters are appropriate only to the instant of time for which they were
determined. As switching progresses for a constant-drive MMF, the values
of these parameters continue to change. These values can be determined

for any particular partially set state only because of the error cancel-
lation in Fg, v, and A which occurs when the drive MMF is maintained

constant. Note that for F = Fps, ¢, = 0 according to Eg. (96).

Consider, again, the case in which a step change in MMF is made
during switching, as shown in Fig. 47. Assume that functions have been
, and F as

ps

arguments and with T, = 0. Switching can then be described for the entire

determined for the parameters (including ¢,) with ¢, F

switching process by using the model of Eq. (92) and by making a step

change in the values of the parameters at t =t Now consider the case

1
in which an additional step change in F is made during the switching process
at a time t = t, (not shown in Fig. 47). The description of the switching
beyond t = t, requires another step change in the values of the parameters
, 1s available from the descrip-
tion of the previous switching. However, FP is not now defined because

at t = t,. The new value of ¢ps at t = t

s
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the partially set flux at t = t, has not been switched by a single value
of F as was the case at t = t;. Thus, the functions which give the
switching parameters as a function of ¢ps, Fps, and F, do not apply.
This problem can be overcome if a flux averaged value is used for Fps,

i.e.,

Fd¢p (160)

where ¢, is the initial value of ¢ at t = 0 and ¢p$ is the final value of

¢ at t = t Using this value for Fps, the new values of the switching

5"
parameters can be determined and ¢(t) and ¢(t) can be calculated for
t > t,. This same process can be extended for any additional number of

steps.

Note that in this process the parameters are still treated as being
constant when F is constant. If F is varying in time then this process
is not directly applicable. However, it appears as if a new model can be
developed which is capable of describing switching for any F(t) function.

This model would be written as

¢+, \
¢ = A(F - Fy) 1 - g:-:—;i) (101)
where
Fg = Fg(¢,Fps)
A= A(P)
v o= V(¢,Fps)
b, = S AbF, . F)
and

¢
1
F o, = —-J Fdg' (102)
ps + .

L $=9,

The function for ¢, can probably be obtained from Eq. (98).

127



At first sight this appears to be avery complexmodel; however, the
functions for A, and ¥ can probably be approximated by relatively simple
functions. Note also that the function ¢d(F) isno longer needed, since its
purpose is fulfilled by the (somewhat more complicated) function F3(¢,Fps);
i.e., switchingwill terminate when Fg is equal to F. A crude sketch of this
function is shown in Fig. 48 to illustrate this effect. The static &d(F) curve
is included as a dotted curve for reference. Consider the case in which Fis
constant. Then FpS = F from Eq. (102). The curves of Fig. 48 cross the
static ®(F) curve when F(’)’ is equal to Fps. At that ¢ and time, (F - Fg)
is equal to zero, and switchingwill terminate. Note that for a fixed ¢, F'(;

decreases as Fp increases, in agreement with Fig. 41(a). Also, for a fixed

s

Fps, Fg decreases as ¢ is increased from‘dJr to=(1/2)® , in agreement with

Fig. 45(a). Actually, Fpsisnot constant in Fig. 45(a) but T _is. However,

7
FO

creasing T _.
ps

would also decrease if Fps is held constant andé]ﬁps increased by 1in-

e e —— — — ——— S — T e — —
+4>r—— ‘:‘:—_F05=Fps3
7
/ = Fps=Fps2
b= Fps=Fps|
0 [ >~
,T\ FpsZ FpsS Fg
, Fpsl
/
|
-¢' e caam ey cmes GwmD
RA-3696-259

FIG. 48 A SKETCH OF Fg (¢, F )

The partially set state has been described in Eq. (101) and (102)

by Fps rather than by T because Fps is easier to define and 1s prob-

s
ably a more fundamentalpquantit,y. In the case of ferrite materials which
require two regions to describe the c'f>P (F) curve, i1t will be necessary to

replace each of the functions. for F, A, and v of Eq. (101) by two equiv-
alent functions, one for each region of F. The transition point, FB’ must

also be known.

128




It is interesting to note that this model is capable of giving an
asymmetric (o) at low values of F. This was considered in Report 2
(pp. 55, 56) except that the static ¢(F) curve was used to approximate

F(¢), and partial setting was not considered.

In the case in which F(t) is monotonically increasing during switching,

L]

Eq. (102) will give Fps < F. This will result in a decrease in ép, i.e
ép will be lower ihan if A, F{, and v were assumed to be constani during
switching as was done in Sec. II. This is true because ép(F) for T, = 0
has a lower A and Fg and therefore crosses the $p(F) curve for no partial
(e.g., Ref. 7, Fig. 18). This lowering of ip was ob-
served in Sec. II. Likewise, for F(t) monotonically decreasing during
switching, Eq. (102) will give Fps > F and ép will be increased. This

has not yet been experimentally verified.

setting at F = F

pSs

Now consider the problem of the large decrease in A. The question
to ask is not why does partial setting reduce A, but why does A decrease
during the first part of switching. The physical reasons for the decrease
of A are still not known, nor are the changes in F;, v, and ¢_, but the
phenomenological behavior is somewhat clarified by realizing that these
parameters must be continuously changing during switching (except ¢, when
the MMF is constant).

The parameter A, when related to the parameters of the switching model
described by Menyuk and Goodenough'’ can be considered to contain four
basic material parameters. These are (1) the viscous damping coefficient,
(3) the

density of domain nucleations, and (4) the quantity < cos & > which accounts

B, for domain wall motion, (2) the saturation magnetization, M,
for the statistical variation in the directions of the easy axes of the
individual ferrite crystallites. It is not known which, if any, of these
are responsible for the variation in A. It is possible that the émpirical
parabolic switching model cannot be so clearly related to any previous
theoretical model. If the viscous damping coefficient B8 is entirely
responsible for the variation in A then the average domain wall velocity
may be constant during switching (for a constant applied MMF). The domain
wall velocity is usually considered to be directly proportional to (H - H,)
and inversely proportional to B3, where Hy is related to Fy. Thus, changes
in A and Fj during switching do not necessarily imply that the average

domain wall velocity is also varying during switching.
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Future experiments should include more extensive data for T, = 0 and
for switching by F(t) drives of various shapes so that this suggested
switching model can be verified and actual functions obtained and verified

for Fy, A\, v, and ¢, as a function of ¢p3, Fps, and F.

Switching for a negative TEST pulse is more complicated and requires
further investigation of the ¢(t) waveforms before a quantitative model
can be developed. Further development of the initial spike model of

Sec. Il may prove to be useful for this case.

In most respects 1t can be concluded that the effects of partial
setting are similar for Core I-4 (Indiana General 5209 material) and for
Core E-6 (Telemeter T-5 material) of Ref. 7. The small amount of data

for Core I-3 (Lockheed 06 material) also exhibited similar properties.

In general, the basic physics of partial switching, or even switching
for a constant-MMF drive, are not at all well understood. However, the
properties of partial switching are beginning to be understood phenomeno-
logically and considerable progress has been made in the development of
apprdpriate switching models. Considerable investigation remains to be
done before all of the effects of partial setting have been revealed and
described by practical switching models. In the meantime, the data pre-
sented can be used for qualitative explanations of the operation of

magnetic circuits involving switching from partially set states.
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APPENDIX A

COMPUTER PROGRAM FOR PROCEDURE &(F,¢,5,, ')
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APPENDIX A

COMPUTER PROGRAM FOR PROCEDURE ¢(F, o, Py, @)

Language: ALGOL 60.

Program Description: Computes ¢, ¢,, and @' for given values of F and ¢.

(Core parameters are declared and assigned values in the main program.)
Identifiers:*

(1) Analytical identifiers

Identifier Symbol Identifier Symbol
F F PHI @
FB F, PHID ¢y
FO F, PHIDOT ¢
FOPP " PHIDOTP ¢,
F12 F, PHIDOTPPRIME dﬁ;
F23 F,, PHIDOTPRIME ¢’
HA H, PHIDPRIME ®y
HN H, PHIR ¢,
HQ H, PHIS P,
LAMBDA A ROP A,
LI L, Vi v,
LO l, V2 v,
NU v
(2) Auxiliary identifiers

Identifier Description

DONE Boolean variable

OK Label (address in program)

*Listed in alphabetic order.
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Program:

REAL PROCEDURE PHIDOT(F¢PHIPHID'PHIDOTPRIME) } PHIDOTO1
COMMENT THIS PROCEDURE COMPUTES PHIDOT» PHID:. AND PHIDOTPRIME PHIDOTO02
FOR GIVEN VALUES OF F AND PHI. CORE PARAMETERS: WHICH MUST BE PHIDOTO3
SUPPLIED FROM OUTSIDE THE PROCEDURE» ARE: _ PHIDOTO4

LI, LO» PHIR» PHIS» HAs HQe HNe» LAMBDA+ FOPPes NU» ROP» FO» FB 3 PHIDOTOS
REAL Fo PHI» PHIDs PHIDOTPRIME} ] PHIDOTO6
BEGIN PHIDOTO7
REAL PHIDPRIME. PHIDOTP: PHIDOTPPRIME 3 PHIDOTO08
OWN REAL F12¢ F23» Vi» V2 3 PHIDOTO9
LABEL OK} , ) o PHIDOT10
OWN BOOLEAN DONE} PHIDOT11
COMMENT COMPUTE F12+ F23¢ V1s AND V2 ONLY ONCE PHIDOT12
IF DONE THEN GO TO OK3 PHIDOT13
DONE ¢ TRUE} PHIDOT14

Fi12 ¢ HOXLI 3 PHIDOT1S

F23 « HAXLO 3 PHIDOT16

Vi ¢ (PHIS=PHIR)/((LO=LI)XHA)} PHIDOT17

V2 ¢ (PHIS+PHIR)XHQ/((LO-LI)XHKN)S PHIDOT18

oK PHIDOT19
COMMENT COMPUTE PHID AND PHIDPRIME VSe F 3 PHIDOT20
IF F S F12 THEN PHIDOT21
BEGIN ) o L PHIDOT22

PHID ¢ VIXFXLN({(F=HAXLO)/ (F=HAXLI))=-PHIR} PHIDOT23
PHIDPRIME ¢ VIX(LN((F=HAXLO)/(F-HAXLI))+Fx(1/(F=-HAXLO) PHIDOT24

=1/ (F=HAXL1))) PHIDOT2S

END3 PHIDOT26

IF F12 < F AND F € F23 THEN PHIDOT27
BEGIN i L PHIDOT28

PHID ¢ V2X(F/HO=LI+FX(1/HN=1/HQ)XLN((1=-HN/HQ)/(1-HNXLI/F))) PHIDOT29

__=PHIR} N ) ) o ) o o PHIDOT30
PHIDPRIME ¢ V2X(1/HQ+(1/HN=1/HQ)X(LN(FX(1=HN/HQ)/(F=HNXLI)) PHIDOT3}

=HNXLI/ (F=HNXL1))) PHIDOT32

END3 PHIDOT33

IF F23 < F THEN o PHIDOT34
BEGIN PHIDOT3S

PHID & V2x(LO=LI+Fx(1/HN=1/HQ)XLN{((F=HNXLO)/ (F=HNXLI))) PHIDOT36

-PHIRS PHIDOT37
PHIDPRIME ¢ V2Xx(1/HN=1/HQ)X(LN((F=HNXLO)/(F-HNXLI)) PHIDOT38

+FXHNX (LO=LI )/ ((F=HNXLO)X(F=HNXLI))) PHIDOT39

END S , PHIDOT40

COMMENT COMPUTE PHIDOTP AND PHIDOTPPRIME VS. F PHIDOTULY
IF F S FOPP THEN PHIDOT42
BEGIN PHIDOT43

PHIDOTP ¢ 03 PHIDOT4LY
PHIDOTPPRIME ¢ 0 PHIDOT4LS

END3 . o PHIDOTUG

IF FOPP < F AND F § FB THEN PHIDOT4?
BEGIN ) B ~ ) _ PHIDOT48

PHIDOTP ¢ LAMBDAX(F=FQPP)2*NU} PHIDOT49
PHIDOTPPRIME ¢ LAMBDAXNUX(F=FOPP)*(NU=}) PHIDOTSO

END} PHIDOTS1

IF FB € F THEN _ ~ _ PHIDOTS2
BEGIN B - PHIDOTS3

PHIDOTP ¢ ROPX(F=F0)} - PHIDOTS4
PHIDOTPPRIME « ROP PHIDOTSS

END3 PHIDOTS6

COMMENT COMPUTE PHIDOT AND PHIDOTPRIME i PHIDOTS?
PHIDOT ¢ IF PHID=PHI > 0+001XPHIR THEN PHIDOTPX(1=((2XxPHI+PHIS PHIDOTS8
=PHID) /(PHIS+PHID))*2) ELSE 0 3 PHIDOTS9
PHIDOTPRIME ¢ (1=((2XPHI+PHIS=PHID)/(PHIS+PHID))*2)xPHIDOTPPRIME  PHIDOT60
+4XPHIDOTPX (2XPHI+PHIS=PHID) X (PHI+PHIS) xPHIDPRIME/ (PHIS+PHID) *3 PHIDOT61
END PHIDOT! PHIDOT62
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Remarks:*

Lines PHIDOT03-PHIDOTO0S: The switching parameters are declared and

assigned values in the main program for two reasons: first, in
order to be able to use the same PROCEDURE for different types
of core or for different legs of a multipath core; second, be-
cause some of these parameters are needed in the main program,

e.g., for computing 7 _, Eq. (46) or (47), and t,, Eq. (45).

Lines PHIDOT12-PHIDOT19. Since the parameters Fioo Fyo Vp, and V,

are independent of F and ¢, there is no need to compute their

values more than once, if only one type of core is used in the
main program. Initially, the Boolean variable DONE is FALSE by
default, so that these parameters will be computed only during
the first execution of the PROCEDURE. If two or more types of
toroidal core (or at least one type of multipath core) are used
in the main program, Line PHIDOT13 should be deleted. 1In order
to avoid confusion, one might alsc delete Lines PHIDOT10 through
PHIDOT14 and Line PHIDOT19 altogether from the ¢(F,¢) PROCEDURE.

Lines PHIDOT58-PHIDOT59. Switching computation is arbitrarily
truncated when ¢ approaches ¢, to within 0.1 percent of ¢,

which 1s about 0.05 percent of the maximum amount of flux

switching.

*Remarks are addressed according to line numbers, which are listed on the right-hand column of the
program.
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COMPUTER PROGRAMS FOR PROCEDURES
MIN (4,B), MAX (4,B), MIN 3 (4,B,C), AND IA(T)

137



APPENDIX B

COMPUTER PROGRAMS FOR PROCEDURES
MIN(4,B), MAX(4,B), MIN3(4, B, C), AND IA(T)

1. PROCEDURE MIN(4,B)

Language: ALGOL 60.

Program Description: Takes the value of either 4 or B, whichever is
smaller.
Program:

REAL PROCEDURE MIN(A(B) MIN 01
VALUE AsB} REAL ABS o . MIN 02
BEGIN MIN ¢ IF A < B THEN A ELSE B8 END MIN 3 MIN 03
2. PROCEDURE MAX(A4,B)

Language: ALGOL 60.

Program Description: Takes the value of either A or B, whichever
is larger

Program:

REAL PROCEDURE MAX(A#¢B)} o ) MAX 01
VALUE AsB} REAL A/B} T MAX 02
BEGIN MAX ¢« IF A > B THEN A ELSE B END MAX MAX 03
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3. PROCEDURE MIN3(A, B, C)

Language: ALGOL 60.

Program Description: Takes the value of either A or B or C,

whichever 1s smallest.

Program:

REAL PROCEDURE MIN3(A:BsC) MIN3 01
VALUE A+BsC3 REAL A»BeCs BEGIN MIN3 02
MIN3e IF A < B AND A < C THEN A ELSE IF B < C THEN B ELSE C = MIN3 03
END MIN3 MIN3 Ou4

4. PROCEDURE IA(T)
Language: ALGOL 60.
Program Description: Computes i, as a function of time.
Program:

REAL PROCEDURE IA(T) IA(T) 01
REAL T 3 IA(T) 02
BEGIN ____IA(T) 03
IA + IF 2.4580-6 < T AND T < 39-6 THEN CAPIAX{1-0.6147x(Tx1R6-3)*2) IA(T) 04
ELSE CAPIAXMIN(0+1356R12XxT#2r1) o , IA(T) 05
END IA IA(T) 06
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COMPUTER PROGRAM FOR UNLOADED-CORE FLUX SWITCHING
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APPENDIX C

COMPUTER PROGRAM FOR UNLOADED-CORE FLUX SWITCHING

l.anguage: ALGOL 60.

Program Description:

Computes iy b, b, ¢d, and F versus t for given

core and drive parameters.

Identifiers:

(1) Analytical identifiers

Identifier

CAPID
DELT
DPHDTDFC
F

FB

FO
FOPP
HA

HN

HQ

1D
LAMBDA
LI

LO

ND

Symbol Identifier Symbol

I, NU v
At PHIC 2
P’ PHIC1 ¢,
F PHIC2 ®. .,
Fg PHIDC ¢4
F, PHIDOTC ¢
Fy PHIDOTC1 ¢, .4
H, PHIR ®,
H PHIS P,
H, ROP P,
ip T t
A TAUS T
L TF T,
l, TH T,

N, TR T,

(2) Auxiliary identifiers

Identifier

CIRCUITPARAMETERH

CIRCUITPARAMETERL

CIRCUITPARAMETERS

Description

Format for the list CIRCUITPARAMETERL.

| . py Artoan ~mvam
List of drive paramet

d N )

ters (Tr, ID, and N ).

List of drive parameters (same as above) for
input-data cards.
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Identifier

Description

144

CORENAME Core name, e.g. E-6 or J-1.

COREPARAMETERH Format for the list COREPARAMETERL.

COREPARAMETERL List of core parameters (Core name, [, L, ¢r,

"

¢s, Ha) Hq, Hn’ A" FO, V, pp, FO’ and FB)‘

COREPARAMETERS List of core parameters (same as above) for
input-data cards.

COUNT Index number of nth At during switching.

CTS Index number of jth iteration for each nth At.

C0 Po(i=1)" Pa(i=0)

GUESS Label of location where initial approximation of
¢ is made for each nth At.

K Index number of nth At for which output results
are plotted automatically

LINES Index number of printed line.

LOOP Label of location from where iterative computation
is repeated for each nth At.

OUTPUTFORMAT Format for the list OUTPUTVARIABLES.

OUTPUTHEADING Format for output column heading.

OUTPUTVARIABLES List of results (t, i, ¢, @, ¢,, F, and j ).

QUIT Label of location where computation terminates.

START Label of location where computation starts for
given core and circult parameters.

SWITCHING Label of location where computation starts for
each nth At.

THETA9 [Boim0) = Pacimns) £ Bugimr) = Pagym)]

XSCALE Time scale, used in automatic plotting of P(t).

YSCALE é scale, used in automatic plotting of results.

Program:

" _UNLOADED CORE 001
BEGIN 002
COMMENT  DECLARE CORE_PARAMETERS+ DRIVE PARAMETERS: VARIABLES» AND 003

AUXILIARY IDENTIFIERS oo4
REAL LI» LO¢ PHIRs PHISe HA» HQe» HN» LAMBDA» FOPP» NU. ROPs FO0e FB ~ 008
REAL TRes CAPIDs» TAUS »TH ¢ TF 006
REAL Vs DELT» PHICs PHICL» PHIC2+» PHIDOTC, PHIDOTC1. 1D+ Fr 007

DELPHIC» COs» THETA9,» PHIDC» DPHDTDFCe» XSCALEr YSCALE 008
INTEGER LINES» COUNTCTSINDeK 1} ,, ... 009
ALPHA CORENAME 3 010
LABEL START: SWITCHING» GUESSe LOOP» QUIT } o011
COMMENT DECLARE INPUT/OUTPUT 012
FILE IN CR 0(2010) 3 FILE OUT F1 1(2015) § 013
LIST COREPARAMETERS (CORENAMEr LIe¢ LO» PHIRs PHISs HA» HQe HNe LAMBDA» 014
FOPP» NU: ROP» FO» ! 018



LIST COREPARAMETERL (CORENAME +LIX1R3»LOX1R3¢PHIRX1R8¢PHISX1R8+HA HQGrHN 016

~ LAMBDA+FOPPsNU+ROP¢FOFB) | , 017
LIST CIRCUITPARAMETERS(TRICAPIDND) 3 o018

LIST CIRCUITPARAMETERL (TRX1R6¢+CAPID/ND) 019

LIST OUTPUTVARIABLES(TX1R6+ID/PHIDOTC,PHICXIRB/PHIDCX1QR8¢F¢CTS) 3 020

_ FORMAT COREPARAMETERH ("CORE ™¢A6¢X4s"LI="sFBs30X4s"LOZ"oFBo+ 30Xt "PHIRS", 021

FBeI3 o XU o "PHISS" sFBe3 o XUr"HAS " 9F B30 X4 o "HA=" 9oFBe 3o XU s "HN="»F8.3/X15 022

"LAMBDAS"1F8.50 Xit o "FOPPS" 8431 X4y "NUS" ¢ FB430 Xl "ROPZ" o FB. 3, X4» "FOZ" 023
'FB.30XUs"FB="1FB.3/) o2u4

FORMAT CIRCUITPARAMETERH("DRIVE PARAMETERS" ¢ XB¢"TR="¢FB8.39 X4 s "CAPID=", 025
FB8elaXUro"ND=",12/) 026

FORMAT OUTPUTHEADING(/ X6+ T"oX11s"ID" X7+ "PHIDOTC" s X7+ "PHIC" ¢ X7¢"PHIDC" 027

s XQaNEN, XGy"CTS"/) 028

| FORMAT OUTPUTFORMAT(F9.3¢F12+3+F12.502F12.2+F12.3¢110) 3 029
COMMENT PROCEDURES USED BY THIS PROGRAM ARE MIN AND PHIDOT 030

| PROCEDURE PHIDOT (F,¢), APPENDIX A
PROCEDURE MIN (A,B), APPENDIX B

COMMENYT READ INPUT=DATA CARDS AND PRINT HEADINGS i o 031
READ (CR¢ / » COREPARAMETERS) # 032
START: 033
READ (CRv/ »CIRCUITPARAMETERS) [QUIT] 3 034
WRITE (FILPAGE]) 3 035
WRITE (F1,COREPARAME TERH+ COREPARAMETERL) 036
WRITE (F1,CIRCUITPARAMETERHC IRCUITPARAMETERL) i 037
WRITE (F1,OUTPUTHEADING) 1 038
LINES « S 1 COUNT ¢ K ¢ 0 3 039
COMMENY INITIALIZE VARIABLES AND PARAMETERS i 040
PHIC2 ¢ PHIC1 ¢ =PHIR 3 PHIDOTC1e 0 } 041
TAUS ¢ IF TR S 1@=7 THEN PHIR/(0.3xROPXINDXCAPID-FOPP)) ELSE 042
SQRT (PHIRXTR/ (0, 15XROPXNDXCAPID)) } 043
DELT « TAUS/500 3 o4
T + TRXFOPP/(NDXCAPID) } 045
COMMENT COMPUTE VARIABLES DURING SWITCHING TIME } 046
SWITCHING: 047
T « T + DELT 048
COUNT ¢ COUNT + 1 i 049
ID + CAPIDXMIN(T/TRe1) 3 050
F + NDXID # 051
CTS ¢ 0 052
GUESS: 053
PHIC « PHICZ + 2XDELTXPHIDOTCI 056
LOOP: 055
CTS ¢ CTS + 1 3 056
PHIDOTC ¢ PHIDOT(F+PHIC,PHIDC DPHDTDFC) 3 057
DELPHIC ¢ PHIC1 + DELTX(PHIDOTC+PHIDOTC1)/2 = PHIC i 058
PHIC ¢ PHIC + DELPKIC i 059
IF CTS = 1 THEN CO +« DELPHIC 7 060
IF CTS = 9 THEN BEGIN THETA9 ¢ DELPHIC/CO} IF 0.9 < 061
ABS(THETA9) THEN 60 TO GUESS  DELPHIC « 0 END 3 062
IF ABS(DELPHIC) > 0,02xPHIRXDELT/TAUS AND CTS # 10 063
THEN GO TO LOOP 064
PHIC2 + PHIC) } PHICY ¢ PHIC i PHIDOTCL ¢ PHIDOTC 3 065
COMMENT PRINT OUTPUT § 066
IF COUNT MOD 25 = 0 THEN 067
BEGIN 068
KoK+l 069
IF LINES MOD S0 = 0 THEN 070
BEGIN 071
WRITE (FILPAGED) + 072
WRITE (F1+OUTPUTHEADING) 073
END § 074
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WRITE(F1+,OUTPUTFORMAT»OUTPUTVARIABLES)} 075

LINES ¢ LINES + 1 076

END § 077

IF PHIDOTC ¥ 0 THEN GO TO SWITCHING 3 078

GO TO START 079
QUIT: 080
END. 081

A sample of input data:

VE«6 Wy, 22.,19R=3) 23.540=3¢ 3.450=8» 3.726W=89» 230+0¢r 35.0¢ 30.0°
0.069¢ 0.95¢ 1,31y 0.1312¢r 1.450» 3.0
0.05@=6» 1¢10 1

Remarks:

Lines 018 - 019. For a trapezoidal or triangular drive, add T, and
T;, Eq. (49).

Line 030. Additional PROCEDUREs (447 cards altogether) were used

for automatic plotting of the results.

Line 044. At may be increased to 7,/50 with negligible effect on
accuracy (cf. Fig. 13).

Line 045. Since computation cannot proceed unless ¢ # 0 (cf.
Line 078), initial t cannot be smaller than ty- If, for some

reason, 1t 1s required to start computation earlier, the

condition in Line 078 must be changed.

Line 050. Following Eq. (48), the expression corresponds to step
or ramp drive; for trapezoidal [Eq. (49)], triangular, or any

other drive, the expression for i should be modified.

Lines 061 - 064. 1If |59' > 0.9, 1t 1s assumed that convergence has

not been achieved. By going back to GUESS, ¢ is reset to the
initial value. Values computed next are retained by getting

out of the loop, because by now j = 10.
Line 063. Convergence specification.
Line 065. These substitutions correspond to increasing n by 1.
Line 067. Qutput is printed once every 25 At’s.

Line 070 - 074. No more than 50 lines per page are printed.

Input data. The first two lines include the core parameters of
Core E-6. The last line includes the drive parameters of the

first case in Table II, p. 24 (F, = 1.1 amp-turn).
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APPENDIX D

COMPUTER PROGRAM FOR LOADED-CORE FLUX SWITCHING

Language: ALGOL 60.

Program Description: Computes ip, b, &, by F, q, and e, + q R, versus t

for given core, circuit, and drive parameters.
Identifiers:

(1) Analytical identifiers

Identifier Symbol Identifier Symbol
C c NU v
CAPID I, PHIC ¢
DELQD Ag PHIC1 ®, .
DELT At PHIC2 ¢, .,
DPHDTDFC ' PHIDC ?,
ED e, PHIDOTC ¢
EK E, PHIDOTC1 ¢,
F F PHIR ¢,
FB F, PHIS b,
FJ fti Q q
FJPR fri) Q1 Tnoi
FO F QD q
FOPP F; QD1 q, .,
HA H, QD2 Tn.2
HN H QDD g
HQ H, QDD1 4,4
ID i) R R

10 I, RD R,

L L RL R,
LAMBDA N ROP P,
LT 1 T t

LO L TAUS T
NC N, TR T,
ND N

=
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(2) Auxiliary tdentifiers

Identifier

CIRCUITPARAMETERH
CIRCUITPARAMETERL

CIRCUITPARAMETERS

CORENAME
COREPARAMETERH
COREPARAMETERL

COREPARAMETERS

COUNT
CTS
GUESS

LINES
LOOP

OUTPUTFORMAT
OUTPUTHEADING
OUTPUTVARIABLES

p

P1
QUIT
S
START

SWITCHING

XSCALE

YSCALE
ZSCALE

Description

Format for the list CIRCUITPARAMETERL.

List of circuit parameters (N_, R, L, C, R;, I,
E,, I,, Ny, and T).

List of circuit parameters (same as above) for
input-data cards.

Core name, e.g. J-1.

Format for the list COREPARAMETERL.

List of core parameters (Core name, li, lo, ¢r, ¢s,
H Hq, H_, A, Fg, v, P, F,, and FB).

List of core parameters (same as above) for

a?

input-data cards.

Index number of nth At during switching.

Index number of jth iteration for each nth At.
Label of location where initial approximation of
¢ is made for each nth At.

Index number of automatically plotted set of
output.

Index number of printed line

Label of location from where iterative computation
is repeated for each nth At.

Format for the list OUTPUTVARIABLES.

Format for output column heading.

List of results (t, i, b, P, ¢d, F, q, e, +q R,,

Jmax)°

l/qj if @j # 0, zero otherwise.

1/((})._l - én-l) if éj—l # én—l’ zero otherwise.
Label of location where computation terminates

1/C if C is finite, zero otherwise.

Label of location where computation starts for
given core and circult parameters.

Label of location where computation starts for

each nth At.

Time scale, used in automatic plotting of resulting
waveforms.

¢ scale, used in automatic plotting of P(t).

q scale, used in automatic plotting of q(t).
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Program:

LOADED CORE

001
BEGIN 002
COMMENT DECLARE CORE PARAMETERSe CIRCUIT PARAMETERS: VARIABLES» AND 003
AUXILIARY IDENTIFIERS oo 004
REAL LI+ LO» PHIRs PHISs» HA¢ HG+ HN» LAMBDA,» FOPPe NU» ROP» FO¢ FB 1 005
REAL RLs Le Co RDs I0s» TRe CAPID, EK,» TAUSe Re Se Po P1 3 T 006
REAL T+ DELTY» PHICs, PHIC1, PHIC2¢ PHIDOTC» PHIDOTC1e» ID» Fr Q¢ Qlr QDo 007
eDis QD2+ GDD+ QDD1+» DELQGD» PHIDC» DPHDTDFC, 008
EDs FJe FUPRe XSCALE+ YSCALEs ZSCALE } 009
INTEGER LINESs CTSe COUNT» NCe ND» K 3 010
ALPHA CORENAME i L e 011
LABEL STARTs SWITCHINGs GUESS. LOOP» QUIT 3 012
COMMENT DECLARE INPUT/QUTPUT 013
FILE IN CR 0(2,10) 5 FJILE OUT F1 1(2,15) } 014
LIST COREPARAMETERS (CORENAME: LIo LO» PHIR» PHISe HAr HQr» HNe LAMBDA 015
FOPP» NUe ROP:» FOs FB) 016
LIST COREPARAMETERL (CORENAME +LIX1R3,L.0X1R3+PHIRX1R8+PHISX1R@8¢HAsHGrHN» 017
LAMBDA +FOPP+NU'ROP+FO+FB) 3 ' 018
LIST CIRCUITPARAMETERS(NC» RLs Lo Cv RDs 10, EKe CAPID., ND¢ TR) } 019
LIST CIRCUITPARAMETERL (NC/RL/LX1R6¢C*106+RD¢ 10X1R6+EK/CAPIDIND» TRX1R6) 1} 020
LIST OUTPUTVARIABLES (TX1@6+ID+PHIDOTC+PHICX108¢+PHIDCX1@8¢F+QD2ED+QDXRD 021
cTS) 022
FORMAT COREPARAMETERH("CORE "sA6¢X4o"LIZ")FB3oXUo"LO="9oFBe30 X4 "PHIR="y 023
FBe3eXUo"PHISZ" s FBe3r XU "HAS® )F 830 X4 r"HAS" oFBe 30 XU s "HN="»FB+3/X15¢ 024
"LAMBDA="0F8-50X“O"FOPP="0F8039X“v"Nu="vFBoSOX“v”ROP=”vFGoSoX“o"F0=" 025
tFB3¢ XU "FRZ"»FB.3/) 3 026
FORMAT CIRCUITPARAMETERH("CIRCUIT"oXBo"NCZ"oI2/XUo"RLZ"oFBo3o XU LE"r 027
FBe3o XU o"CE"oF B30 XU s"RDS"eF8.3¢X4s"I0="oFBe3r XU "EKZ"+FB85/ 028
"PARAMETERS™ ¢ X5 ¢ "CAPID="+FB¢ 30 X4 "ND="¢ 12¢ X4s"TRZ"/F8.3/) 029
FORMAT OUTPUTHEADING(/ X6¢"TWsX11¢"ID"sX7+"PHIDOTC" # X7+ "PHIC" ¢+ X7+ "PHIDC" 030
o X9 "F" X119 ™AD" ¢ X109 "VD® e X9 "CTS"/) 1} 031
FORMAT OUTPUTFORMAT(F9.312F12.3+2F12.203F12.3,110) 032
COMMENT PROCEDURES USED BY THIS PROGRAM ARE MIN» MAXs AND PHIDOT? 033
PROCEDURE PHIDOT (F,¢), APPENDIX A
PROCEDUREs MIN (A,B) and MAX (A,B), APPENDIX B
COMMENT READ INPUT-DATA CARDS AND PRINT HEADINGS 3 034
READ (CRe/+»COREPARAMETERS )} § 035
START: 036
READ(CR»/+CIRCUITPARAMETERS) [QUIT] ¢ 037
WRITE (F1LPAGE]) 3 038
WRITE (F1+COREPARAMETERH» COREPARAMETERL) 039
WRITE(F1+CIRCUI TPARAME TERH» CIRCUITPARAMETERL) 040
WRITE (F1+OUTPUTHEADING) ou1
LINES ¢« 6 ¢+ COUNT ¢ 0 3 ou2
K e 0} ou3
COMMENT INITIALIZE VARIABLES AND PARAMETERS 1 ouly
PHIC2 ¢ PHICI ¢ =PHIR 4 GD2 ¢ GD1 ¢ QGDD! ¢ G1 « PHIDOTC1 ¢« 0 ous
§ ¢« IF C < 1010 THEN 1/C ELSE 0 + R « RL + RO 046
TAUS ¢ IF TR S 1@=7 THEN 2XPHIR/ (0.3XROPX(NDXCAPID=-FOPP)) ELSE ou?
SQRT(PHIRXTR/(0.15XROPXNDXCAPID)) oua
DELTY ¢ TAUS/200 049
T ¢ TRXFOPP/(NOXCAPID) 3 050
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COMMENT COMPUTE VARIABLES DURING SWITCHING TIME § 051

SWITCHING: 052
T ¢ T 4 DELT 053
COUNT ¢ COUNT + 1 054
ID + CAPIDXMIN(T/TRe1) 3 055
CTS « 0 & 056
GUESS: 057

PHIC + PHIC2 + 2XDELTxPHIDOTCI 1 058
GD + GD2 + 2xDELTXGDD1 } 059
IF 10 < 110 THEN GD + MAX(GDs0) 060
@ « G1 + DELTX(GD+GD1)/2 061
LOOP 3 062
CTS « CTS + 1 & 063

IF CTS = 9 THEN GO TO GUESSS 064

F ¢ NDXID = NCXQD 1} 065
PHIDOTC « PHIDOT(F¢PHIC/PHIOC/DPHDTDFC) 066

ED ¢« EKXLN(QD/I0 +1) 3 067
GDD ¢ (GD-QD1)/DELT # 068
PHIC ¢ PHIC1 + DELTX(PHIDOTC+PHIDOTC1)/2 } 069

IF CTS < 10 THEN 070
BEGIN 071

FJ ¢ RXGD - NCXPHIDOTC + ED + Sx@ + LXGDD } 072

IF GDD * 0 THEN P ¢ 1 / QDD ELSE P « O i 073

IF GD=GD1 THEN P1¢0 ELSE P1¢1/(QD-GD1)} 074

FUPR ¢ R + DPHDTDFCXNC*2 + EK/(GD+I10) +SxQDxP 075
+LxP1x(GDD-QDN1) 076

DELGD ¢ =FJ/FJPR } 077

QD + GD + DELGQD } 078

IF 10 < 1@10 THEN GD + MAX(QD:0) } 079

IF CTS 2 5 THEN GD ¢ GD = 0.5 x DELGD } 080

@ « Q1 + DELTxX(QD+GD1)/2 & 081

IF ABS(DELGD) > 0.0010%ABS(GD) 082

THEN GO TO LOOP 083

END 084

PHIC2 ¢ PHICL § PHIC1 ¢ PHIC 3 PHIDOTC1 ¢ PHIDOTC 085
QD2 + GD1 & GD1 + GD 54 Q1 « @ & @QDD1 * GDD 086

COMMENT _ PRINT OUTPUT } 087

IF COUNT MOD 10 = 0 THEN 088
BEGIN 089

IF LINES MOD SO = 0 THEN 090

BEGIN 091
WRITE(F1LPAGE]) } 092

WRITE (F1+OUTPUTHEADING) 093

END 094

WRITE (F1,OUTPUTFORMAT »OUTPUTVARIABLES) } 095

LINES ¢ LINES + 1 096

END 097

IF PHIDOTC % 0 THEN GO TO SWITCHING } 098

GO TO START 099
QUIT: _ ‘ 100
END. 101

A sample of input data:

"J=-1 "'7-130-3'11.580-3031o00-8'33.480-89250.0026.0022-5001-640
062701443¢2.2700¢5501.207¢
2'0.131'0.380-6v0.2530~600-7“:2.70-6r0-083301.80'1'0-100‘6'
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Remarks:

Line 019. If a diode is not included in the load, we shall

——————

arbitrarily let R, =10, I, =102 and E, = 0.
Line 033. Automatic plotting requires additional PROCEDUREs.

Line 046. The use of S instead of 1/C is designed to allow for the

inclusion of a load with no capacitance, i.e., S= 0 for
c —~ ™,

Lines 047-049. Since 7_ is estimated from the no-load expression

of either Eq. (46) or Eq. (47), the actual computed T, will be
considerably longer. Hence, increasing At to, say, 7,/50 may

have a negligible effect on the accuracy.

Lines 060 and 078. If a diode is included in the load, I, < 10%
(see remark to Line 019), and thus é > 0.

Lines 066 and 071. If a diode is not included in the load, E, =0
=- 0, and

and R, = 0 (see remark to Line 019), and thus e
R = R,.

d

Lines 072-075. The expression in Lines 074 and 075 stands for
Eq. (70), in which the substitutions 1/C = S, l/én(j) = P, and

[qn(j_l) - qn_l] = P, are made in order to prevent an arithmetic

overflow in case either C = ® (no capacitor in the load), or

Ingi) = 0 OT dupjiy) = Ghy

Line 079. If convergence has not been reached within four iterations,
computational oscillations are assumed, and Eq. (58) is replaced
by Eq. (58a).

Line 081. Convergence specification.

Line 082. If convergence has not been reached within eight

iterations, divergence is assumed, and the initial approximation

plus a single correction up to Line 068 is restored.

Lines 085-086. These substitutions correspond to increasing n by 1.

Lines 088. Output is printed once every 10 At's.

—————— e

Lines 090-094. No more than 50 lines per page are printed.

Input-data. The parameters of Core J-1 are given in the first two
lines. The last line includes the circuit parameters of the

sixth case in Table IIT (step drive, R-L-C-Diode load), p. 40.
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APPENDIX E

COMPUTER PROGRAM FOR CORE-DIODE SHIFT REGISTER

- ATY MMY s
Language: ALGOL 60,

Program Description:

ComPUteS ¢T} ¢Rl ¢T: ¢R: (pdT) (del FT’ FR; ll;'z le

Ly and $p versus t; computes G and A¢8/2¢r versus A¢T/2 d)r.

Identifiers:

(1) Analytical identifiers

Identifier Symbol Identifier Symbol
CAPIA I, IAN iy
DEL DNi g /Dt IB i
DELIB Dig IFC i
DELIF Aig IFN ien (0)
DELPHIB A, LAMBDA A
DELPHIDOTT A, LI L,
DELPHIR Ao, LO L,
DELPHIT Dy NA N,
DELT At NR Np
DPHDTDFR o NT N,
DPHDTDFT P NU v

F F PHIB by

FB Fy PHIDOTB o
FPRA : PHIDOTR Pn
FPRB fs PHIDOTT ¢r

FR Fy PHIDR Py

FT Fr PHIDT Par

FO F PHIR P,
FOPP Fy PHIRC Pn

F1B Flp PHIRCO P

G G PHIRN Prn (0)
HA H, PHIS P,

HN H, PHIT br

HQ H, PHITN Prn (o)
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Identifier Symbol Identifier Symbol

PHITO Pro T t
R R TAUS T,
RD R, TF T,
RL R, TH T,
ROP o, TR T,
VD v,

(2) Auxiliary identifiers

Identifier Description

CF Equal to zero 1if convergence has been achieved;
otherwise, equal to 1.

CFS Total number of convergence failures throughout
switching time.

COUNT Index number of nth At during switching.

CT Index number of jth iteration for each nth At

CT™ Number of times Condition (2), p. 62, 1is not
satisfied in Mode 2.

CTP Number of times (R/NT)ldf/dQTI is larger than
\df/dirl for each nth At.

CTPS Summation of CTP during switching time.

CTS Total number of iterations during switching time,
i.e., 2CT.

EXIT Label of location where switching terminates.

FHEAD Format for heading of time-variable output.

FMG Format for the list OUG.

FMH Format for I, and ¢, heading.

FMT Format for the list OUTLIST.

GHEAD Format for heading of over-all flux changes and
flux gain.

HEDF Index number of printed line.

MODE Label of location where mode of operation 1is
selected.

MODE 1 Label of location where Mode 1 begins.

MODE 2 Label of location where Mode 2 begins.

MODE 3 Label of location where Mode 3 begins.

ouG List of over-all output (A¢./2¢, , G, Ddy/2¢,,

CTS, COUNT, CFS, and CTPS).
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Identifier Description

OUTH List of core and circuit parameters (Il ., [ , ¢ ,
¢, H,, H , H , Fy Fp, Fy, Pp, v, N T, Ty,
Tf: A’ NT' NR' RL’ Rd‘ and Vd)

OUTLIST List of time-variable output (&, ¢;, ¢, ¢T, éﬁ,
Par Pans Fro Fpooip, i 1y, &5, and j

max’ "

TEST Label for location where éB and ¢ are computed,
and a decision is made as to whether convergence
has been achieved.

Program;
BEGIN 001
COMMENT COMPUTATION OF T+ PHiTe PHIRCy PHIDOTTs PHIDOTRe PHIDT» PHIDR, 002
FYe FRe IFy 1IBe IA(T)s PHIDOTB,» DELPHIT/2PHIR: G¢ AND DELPHIB/2PHIR 003
IN A CORE-DIODE SHIFT REGISTER 004
COMMENT DECLARATION OF CORE PARAMETERS } , 005
REAL LI+LOsPHIR/PHISIHAIHQ¢HNIFOPP/FBIFO/ROP/NUILAMBDAIF1B 006
COMMENT DECLARATION OF CIRCUIT PARAMETERS 1 007
REAL TReTHeTFoRL/RD/VDIR+CAPIA»TAUSI 008
INTEGER NAs NT+ NR e o 009
COMMENT DECLARATION OF VARIABLES: 010
REAL T»DELT/PHIRCO/PHITO/PHITIPHIRC/PHIDOTT sPHIDOTRePHITNsPHIRN, IANS 011
FeFPRA»FPRB/DEL »FR/FToDELPHIDOTTsIFNs PHIB» PHIDOTBe DELPHIB! 012
PHIDT +PHIORDPHDTOF T+ DPHDTOFReDELPHITIDELPHIR, IFCo IB¢DELIF ¢ DELIBI G} 013
INTEGER COUNT»CToCTSeHEDFoCFoCFSeCTMICTPCTPS 1} 014
LABEL SWITCHINGs MODEe MODELe MODE2+ MODE3e TESTIEXITH o 015
COMMENT DECLARATION OF OUTPUT LISTS AND FORMATS 016
FILE OUT PRINTER 1(4+15) 3 017
LIST OUTH(1000xLI+»1000XLOs1Q8XPHIR Y 1R8XPHIS+HA»HG+HN¢FOPP+FB+FO,ROP, 018
NU+LAMBDA» 1R6XTR 1R6XTHe 186X TE sNANTeNR+RL*RDe VD) 3 019
LIST OUTLIST(Tx106+/PHITX1R8+PHIRCX108,PHIDOTT+PHIDOTRIPHIDTX128 020
PHIDRX1@8+FTIFRoIFC» IR IAN/PHIDOTBICT) 021
LIST OUG(DELPHIT/(ZIPHIR)OGODELPHIB/(ZxPHIR)cCTSvCOUNT CFSCTPS) 3 022
FORMAT FMTH(X40s"CORE PARAMETERS"/"LIZ"+F7+30X6¢"LO="sF7.3¢X6¢ 023
"PHIRZ" I FTe30X60 " PHISE® 1F 730 X6+ "HAZ"1F 7430 X60"HOZ"¢F 730 X610 "HN=", 024
FTe3/"FOPP="sF 743 X6 1 "FBS"oFT7e30X60"FOS"rFT 30 X6 "ROP="9F731X60 025
aNu="OF,03'X6'"LAMBD‘-“OF’.S/X“O'"CIRCUIT PARAMETERS"/"TR="+F73» 026
XS o " THE" s F T 3o XS I TFS i FT7e30XSe"NAS" e 12 XSe"NT=" 9112+ X5+ "NRZ"+ 12+ X5 027
"RL="0F7o30X50“RD=”OF7030X50”VD="'F703 ) 3 028
FORMAT FMH{X&40¢"JAZ"¢F5.2¢" PHITO="+F6.2/)1} . 029
FORMAT FHEAD( " T PHIT PHIRC PHIDOTT PHIDOTR PHIDT", 030
" PHIDR FT FR IF" " 1B IA(T) " 031
H1D /) 3 032
FORMAT FMT(F6.4+2F9.202F9.49+2F9.2+6F9.4+]15)1 033
FORMAT GHEAD(//"DELPHIT/2PHIR 6 DELPHIB/2PHIR " 034
“CTS COUNT  CFS _ CTPS") 3 035
FORMAT FMG(/+3F11.4sX4 +3110019/)1} 036
COMMENT THIS PROGRAM USES THE PROCEDURES MINs MAXe IA(T)» PHIDOY i 037

PROCEDURE PHIDOT (F,¢), APPENDIX A
PROCEDUREs MIN (A,B), MAX (A,B), and TA(T)

b R ]

APPENDIX B

, 4 1A A D
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COMMENT INITIALIZE CORE PARAMETERS! 038

LI ¢ 7.180=33 LO ¢ 11.580=3; PHIR ¢ 30.00=8} PHIS « 1.08xPHIR} 039

HA & 2503 HQ ¢ 2640 HN ¢ 22.5} FOPP ¢ 0,273 FB ¢ 1.20} 040

FO ¢ 0,55} ROP ¢ 2.27% NU ¢ (FB=-FOPP)/(FB=F0)$ LAMBDA + ROP/(NUX ou1

(FB=FOPP)®(NU=1))} F1B ¢ 0.25 ou2

COMMENT INITIALIZE CIRCUIT PARAMETERSS 043

RD ¢ 0.85) VD * 0.75) RL ¢ 0063 PHIRCO+=PHIR} o4y

TR ¢ 20=61 TH ¢ 5Q=6} TF ¢ 2R-63 NA ¢ 4} NT ¢ 103 NR ¢ 43 R ¢ RL+RD} ous

COMMENY START COMPUTATION} 046

FOR CAPIA ¢ 1.18 DO BEGIN - ouv

IF NAXCAPIA > FOPP THEN ous

FOR PHITO ¢ =-PHIR DO BEGIN 049

COMMENT PRINT HEADING 050

WRITE(PRINTERLPAGED) § - ) 051

WRITE(PRINTERI/FMTHoOUTH) } 052
WRITE(PRINTERIFMH/CAPIASPHITOX1R8)} B - 053

WRITE(PRINTER,FHEAD) } R ) 054

HEDF ¢ 113 CTS ¢ CFS ¢ CTPS « 0 055

COUNT +« =13 PHIT ¢ PHITOs PHIB ¢« PHIRC¢PHIRCO! 056

PHIDOTT ¢ PHIDOTR ¢ IFC ¢ IR ¢ DELIF ¢ 0 057

TAUS ¢ (PHIR=PHITO)X(NT*2/(R+0.6XROPXNR*2) +NR*2/R+1.67/R0OP)/ (NA 058

XCAPIA=F 0+NTX(VD=0+6XROPXNRXF0)/ (R+0 ¢ 6XROPXNR*2) +VDXNR/R) § 059

T ¢ SGRT(7.375xFOPP/(NAXCAPIA))X1R-6 060

COMMENT COMPUTATION FOR SWITCHING TIME i 061

SWITCHING? 062

DELT ¢ IF PHIDOTT = 0 THEN TAUS/200 ELSE 0.005xMIN(TAUS ( 063

PHIR=PHITO0) /ABS (PHIDOTT) )} 064

T ¢ T +DELTI CTMe O3 - B - 065

PHITN ¢ PHIT ¢ PHIRN ¢ PHIRC 3 JIAN « IA(T)i IFNeIFC3 066

MODE ¢ 067

IFC « IFN + DEL X DELT 068

CT « CTP ¢ 03 CTM ¢ CTM+1} o 069

IF CTM = 6 THEN GO TO TEST 070

IF PHIDOTT S VD/NT THEN GO TO MODE1} 071

IF VO/NT < PHIDOTT AND PHIDOTT S VD/NR THEN GO TO MODE2} 072

IF VD/NR ¢ PHIDOTT THEN GO TO MODE3} 073

MODE1: 074

‘DELIF ¢ IFC « IB ¢ FR ¢ 05 FT ¢ NAXIAN} 075

PHIDOTT ¢ PHIDOT(FT+PHIT+PHIDT DPHDTOFT)} 076

~ PHIDOTR ¢ PHIDOT(FR+PHIRC+PHIDR+DPHDTDFR)} 077

PHIT ¢ PHITN+PHIDOTTXDELTS 078

PHIRC ¢ PHIRN i 079

CT « 13 080

IF PHIDOTT = 0 AND PHIT > 0 THEN GO TO EXIT: 081

IF PHIDOTT > VD/NT THEN 082

BEGIN CT ¢ 03 GO TO MODE2 END! - ) 083

GO TO TEST: 084

MODE2$ 085

IF CT 2 5 THEN IFC ¢ IFC - 0.5x DELIF 3 086

€T ¢ CT+1s o 087

IR ¢« 03 FT « NAXIAN=NTXIFC3} FR ¢ NRxIFCI} 088

~ B ~ PHIDOTY ¢ PHIDOT(FTsPHIT+PHIDT/DPHDTDFT)} - 089

PHIDOTR ¢ PHIDOT(FR,PHIRC.PHIDR,DPHDTOFR) 090

PHIT ¢ PHITN+PHIDOTTXDELTS 091

PHIRC ¢ PHIRN+PHIDOTRXDELT} 092

~ IF PHIDOTY = 0 AND PHIT > 0 THEN GO TO EXITi 093

F ¢ NTXPHIDOTT=NRXPHIDOTR=-RXIFC=-VD} 094

~ FPRA ¢ =(NT*2xDPHDTDFT+NR*2xDPHDTDFR+R) $ 095

IF FT € FOPP THEN FPRB ¢ 1R20 ELSE 096

FPRB ¢ NT +(R+NR*2XDPHDTOFR )/ (NTXDPHDTDFT) 3} 097
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IF ABS(FPRA) < (R/NTIxABS(FPRB) THEN 098
BEGIN o - ) 099
CTP ¢ CTP+1 100
___ DELPHIDOTT ¢ <F/FPRB i B 101
PHIDOTT ¢ PHIDOTT + DELPHIDOTY § 102
DELIF ¢ NT x DELPHIDOTT/R 3 103
IFC ¢ (NTXPHIDOTT=NRXPHIDOTR=VD)}/R 104
. IF ABS(DELPHIDOTT) > 0.001xABS(PHIDOTT) AND CT < 20 108
" THEN GO TO MODE2 106
END 107
ELSE 108
REGIN 109
DELIF « =F/FPRA | 110
IFC ¢ IFC + DELIF o 111
IF ABS(DELIF) > 0.001xABS(IFC) AND CT < 20 112
THEN GO TO MODE2 I _ 113
END 114
IF VD/NT 2 PHIDOTT OR PHIDOTT > VD/NR THEN 115
BEGIN IFC ¢ IFNI CT « CTP « 05 GO TO MODE END} 116
GO TO TEST: ) - e 117
MODE3: 118
_IF CT 2 5 THEN IFC e IFC - 0¢5x DELIF 3 o 119
CT ¢ CT+13 120
FR ¢ NRXxIFC3 121
PHIDOTR ¢ PHIDOT(FRsPHIRC¢PHIDR+DPHDTDFR) } 122
DELIB_ ¢ MAX(0osMIN((NRXPHIDOTT=VD)/R:F1B/NT))=1B} 123
IF CT < 5 THEN IB ¢ IB+DELIB ELSE IB ¢ IB+0.SXDELIB} 124
FT ¢« NAXIAN =NTXIFC =NRxIB 3 _ 125%
PHIDOTT ¢ PHIDOT(FT¢PHIT+PHIDT DPHDTDFT)} 126
PHIT ¢ PHITN+PHIDOTTXDELT: 127
PHIRC ¢ PHIRN+PHIDOTRXDELT} 128
_IF PHIDOTT = 0 AND PHIT > O THEN GO TO EXIT: 129
F o NTXPHIDOTT-NRXPHXDOTR-RXIFC-VDl 130
_FPRA ¢ IF 1B = F1B/NT_THEN =(NT*2xDPHDTDFT+NR*2xDPHDTDFR 131
+R) ELSE =({(NT*2+NR*2+NR*4XDPHDTOFR/R)XDPHDTOF T+NR*2 132
XDPHDTDFR+R) § 133
IF FT < FOPP THEN FPRB ¢ 1R20 ELSE 134
FPRB ¢ IF IB = F1B/NT THEN NT+(R+NR*2XDPHDTDFR)/ (NTX 135
OPHDTDFT) ELSE NT+NTX(R+NR*2XDPHDTDFR)/(DPHDTDFTX (NT*2 136
+NR*2+NR*4XDPHDTDFR/R) ) 1§ 137
IF ABS(FPRA) < (R/NT)xABS(FPRB) THEN 138
BEGIN 139
CTP ¢ CTP+1 140
DELPHIDOTT ¢ -F/FPRB , 141
PHIDOTT ¢ PHIDOTT + DELPHIDOTT 142
DELIF ¢ NT x DELPHIDOTT/R i 143
IFC ¢ (NTXPHIDOTT=NRXPHIDOTR=VD)/R } 144
IF ABS(DELPHIDOTT) > 0.001xABS(PHIDOTT) AND CT < 20 145
THEN GO TO MODE3 146
END 147
ELSE 148
BEGIN , o 149
DELIF ¢ =F/FPRA 3 150
IFC ¢ IFC + DELIF 1 151
IF ABS(DELIF) > 0.001xARS(IFC) AND CT < 20 152
THEN GO TO MODE3 o 153
END 3 154
IF VD/NR 2 PHIDOTT THEN o 155
BEGIN IFC « IFN} CT ¢ CTP ¢ 0} GO TO MODE2 END} 156
GO TO TESTI 157
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TEST: 158
PHIDOTB + IF IB = F1B/NT THEN (NRXPHIDOTT-VD-IBXR)/NT 159

ELSE 0 160

PHIB ¢ PHIB +PHIDOTBXDELT } 161

IF CT 2 20 OR CTM = 6 THEN 162

BEGIN CF ¢« CF + 1 3 CFS ¢ CFS+ 1 END } 163

COUNT ¢ COUNT+1} 164

IF COUNT MOD 5 = 0 THEN o o . i 165

BEGIN WRITE (PRINTER.FMT,OUTLIST)$ HEDF ¢ HEDF+1 166

__END , o _ o 167

IF HEDF MOD 50 = 0 THEN ] 168

BEGIN 169

WRITE (PRINTERCPAGE 1) # 170

~ WRITE(PRINTER/FHEAD)} o ) 171

HEDF ¢ HEDF+2 3 B ) 172

ENDS 173

CF « 03 174

CTS ¢« CTS + CT 175

CTPS + CTPS + CTP 176

DEL ¢ (IFC=IFN)/DELY 3 B - 177

GO TO SWITCHING? i ' i 178
EXITS B ) i o 179
DELPHIB ¢ PHIB +PHIR 1 180
DELPHIT ¢ PHIT=PHITOS 181
—DELPHIR ¢ PHIRC-PHIRCO} 182
G ¢+ DELPHIR/DELPHIT} ) , , 183
WRITE (PRINTER»GHEAD) § ' ) 184
WRITE (PRINTER+FMG1OUG) } B , - o 185
END 186
END 187
END. 188

Remarks:

Lines 008, 019 and 045. The parameters, T, T, and Tf, are used

for a trapezoidal drive current, Fig. 6(d). They have not
been used for the results shown in Figs. 21 through 24.

Lines 041-042. In this case, the core parameters V and A are com-

Line

Line

puted from Eqs. (24) and (25) after assurance that the resulting
computed ¢p(F) curve agrees with the experimental data.

042. The value F,, = 0.25 amp-turn is taken from experimental
static @¢(F) curve (cf. Fig. 17).

047 and 049. For the computation of the flux-gain curves, Fig. 23,

Line

Line

and A¢,, Fig. 24, additional values of I, and ¢, , were used.

060. The initial time is obtained by equating i,(t), Eq. (91),
to Fy/N,.

070. After six returns to MODE, it is assumed that convergence

Tas not been achieved, and the computation proceeds to the
next At.
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Lines 086 and

119. If convergence has not been reached within five

iterations, computational oscillations are assumed, and

Eq. (58)

Lines 096 and

is replaced by Eq. (58a).

101; 134 and 141. If Fp < FY%, @p = O¢p = 0. This is

obtained

Lines 116 and

effectively by arbitrarily letting f, = 10%°.

156. If Condition (2), p. 62, has not been satisfied,

YRy 18

Lines 112 and

DN .
reset to the initial value, LF(0)-

145. Convergence specification.

Lines 162-163.

Lines 165-173.

Criteria for registering convergence failure.

Time-variable output is printed once every 5 At’s,

no more than 50 lines per page. If only G and Apg/2¢, vs.

Dpr/2¢,

are computed, these lines should be deleted.
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INDEX

ALROL 60, 16 Computation, core diode shift register:
computer program: ) computer program outline, 63-68
core-diode shift register, 157-163 approximate switching time, 63
ioaded core, 149-153 back spurious flux transfer, 67-68
PROCEDURE for: flux gain, 68
drive current, 140 Mode 1, 64-65
maximum of (A,B), 139 Mode 2, 65-66
minimum of (A,B), 139 Mode 3, 66-67
minimum of (A,B,C), 140 method of, 60-63
H(F,4), 133-135 mode syltchlng, 62
un?oadfd core, 143-146 Newton’s method, 61-62
PROCEDURE, use of, 16 Cbgputation, loaded-core switching:
. asic equations, 41
Amplitude of pulses, 84 computer program outline, 45-46
Analysis: ) computed vs. experimental, 46-54
core-diode shift register, 57-60 step drive, 48-49, 52
assumptions, 57-80 ramp drive, 50-51, 53
basic equations, 58-60 convergence, 42, 45
diode model, 57 method of, 41-43
equivalent circuit, 58 sequence of, 43-45

information pattern effect, 74-75 Computation, unloaded-core switching:

Anomalies of switching, 97 computer program outline, 28-29
Area under é(t), 95,99 initial & spikes, Core E-6, 29-30
Asterisks on ¢(F) curves, 115 Sequence of, 27-28

Asymmetric B(e), 129 ? of Core E-6, 29-31, 35-37
Average of Fps over flux, 127 ¢ of Core J-1, 29, 32, 35-36

Computation, ¢(F,) PROCEDURE, 18-20
outline, 20-21

¢, and @}, 19-20

Back transfer of spurious A% in core-diode shift & and é', 20
register, 58-60, 67-68, 70-71, 74-75 &fand &: 20

Computer program: .
core-diode shift register, 63-68, 157-163
loaded core, 45-46, 149-153

Cancellation of error: unloaded core, 28-29, 143-146
yecondgrder integrator, 86 $(F,4) PROCEDURE, 20-21, 133-135
.0 . Constant current source, 99
Capacitive load:
effect on switching, 54 Convergence in computation:
experiment, 39-40 core-diode shift register, 61-63
Capacitor in integrator, 86-87 . . ingdeﬁoig}e?2é34s'46
Characteristic impedance of transmission line, 86 Core:
Chopper, 86-87 cutting of ultrasonically, 82, 83, 114
P
Circuit: differgnces between E-6 and I-4, 114
core-diode shift register, 56 d;ﬂ;zi;onsé28385 114
equivalent circuit of, 58 . Eolder yéoaxial ’85 87
flux measurement, 87 material, 81, 83-83
! parameters,
Clear pulse, 83-84, 88, 95 used in ¢(F,¢) PROCEDURE, 17-18
Clearing, 83 thickness effect, 12-15

incomplete, 81 Core-diode shift register—see Shift register,

Coalesce, two regions in &;(F), 118 core-diode
Coaxial: Core E-6:
core holder, 85,87 dimension§, 23
mercury relay, 86 ramp-F switching, 31

Coercive, MMF, 6-7, 115
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INDEX

Core E-6-~Continued Drive current {(or MMF)
step-F switching: expression,
discussion, 33 unloaded core, 22, 24
results, 30 waveforms, 22, 24
¢(F), 34 .
switching parameters, 23 Drivers, current, 85-86
trapezoidal -F switching, 31 Duration:
triangular-F switching, 31 of pulses, 84
Core J-1: TEST pulse, 95

dimensions, 23
switching loaded:
experiment, 39-40
experimental vs. computed, 46-54 E 129
ramp drive, 50-51, 53 asy axes,
step drive, 48-49, 52 Elastic flux change, 121
switching unloaded:

experiment, 22, 24 Equivalent circuit, core-diode shift register, 58

experimental vs. computed, 32 Error:
Crossing: bars, 108 ;
700 psec ¢(F) curves, 89, 93, 128 cancellation for A and Fg, 126

correction in integrator, 86-87

: , 121, 126, 12 :
% (F) curves, 12 ? in & (F) for small Ty, 121

Crystallites, 129

Experiment:

Current: core-diode shift register, 68-70
dr}ve, 22, 24, 27 loaded core (Core J-1), 39-40
driver, 85, set up, 82
load-=-see Load current unloaded core:
loop, backward, 58-60, Core E-6, 30-31
loop, forward, 58-62, 70 Core J-1, 32

Cutting cores ultrasonically, 82-83, 114
Cyclic demagnetization, 81

Fall time of PARTIAL-SET pulse, 118

Feg;ite:g2
Damp1i fficient, 1sc,
amping coefficient, 129 materials, 81-82, 96, 128
Decaying tail in ¢(t), 121, Fl
. ux:
Decrease in A, 114-115, 129 averaged value of Fps, 127
Delay in switching, 97 elastic change, 121
Demagnetization: limiting of switching, 93
fields, 93 measurement, 83, 86, 88, 95, 107, 121
partial, 81 circuit, 87
; . . peak, 88
Density of domain nucleation, 129 remanent, 88
Diameter of cores, 83 Flux gain, 56, 60, 68, 71, 73-74
Differential equations, numerical solutioms of, Flux switching:
. 25, 41-43 beginning time (step-F and ramp-F), 26
Dimensions: . . core-diode shift register—see Shift register,
Core E-6 (thin ring), 23 core-diode
Core 1-3 (th}n ring}, 83 . inelastic, 5-9
Core I-4 (thin ring), 83 limitations of old m(¢) model, 5-6
Core J-1 (commercial toroid), 23 modified model, 6-9
Diode, forward characteristic of, 41, 57 initial ¢ spikes, 6-7, 10-11, 96, 99
Disc, ferrite, 82 computation of, 29, 130
; . computed vs. experimental, 30
Discharge, capacitor, 54, 87 elastic, 10-11
Disch i t issi i inelastic, 11-12
.sc arg1n$ r?nsm1§s1o? line, 86 loaded core-—see Loaded core switching
Discrepancies in switching model, 81 unloaded core--see Unloaded core switching
Domain: i ;-diode shift register, 55-56
e leation, 89, 129 Flux transfer in core-diode shi gister
walls, 12,
area, 97 ,
motgon, 111, 129
360°, 83 Gain, flux—see Flux gain

Geometry of cores, 82, 83, 85, 114
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Half-amplitude points, 121
History, effects of, 83
Holder for core, coaxial, 85, 87

Impedance of transmission line, 86
Incompiete clearing, 81, 83
Indiana General 5209 material, 82-83, 130

Inductive load:
convergence, 42-43
effect on switching, 54
experiment, 30-40

Inelastic switching, 5-9

Information in a core-diode shift register
effect on analysis, 74-75
transfer, 55-56

Initial value of:

#, 95, 99, 104, 127
&, 99, 103

Initial ¢ spike, 6-7, 10-12, 96, 99, 108, 125, 130
computation of, 29-30, 33-34
elastic, 10-11, 29-30
inelastic, 11-12, 29-30
parameter values, 29

Inner_diameter of core, 83
ratio to outer diameter, 82, 83

Integration of%, 87, 88
Integrator, second-order, 83, 86, 87
Interruption of switching, 121

Jitter in pulses, 86

Leg element:
%ength, 12
static ¢(F), 14
switching, computations of, 14-15
switching parameters, 13-14

Loaded core switching:
analysis, 41
computations:
basic equations, 41
method of, 41-43
sequence of, 43-45
computed $(F):
ramp drive, 53
step drive, 52 .
computed vs. experimental ¢ and i
ramp drive, 50-51
step drive, 48-49
computer program outline, 45-46
experiment, 39-40
experimental results, 48-51
inductive vs. capacitive load, 54

Load current
differentiation with respect to, 43
experimental vs. computed, 48-51

Lockheed 06 material, 82, 88, 130

INDEX

Log-log plots of ésp(F), 107, 111, 112

Loop currents in core-diode shift register--see
Shift register, core-diode, loop currents

Lowering of A, 114-115, 129

see parameter, variation of

Magnetization, saturation, 129

Materials, ferrite, 81, 82, .124, 128
parameters, 129
two distinct, 97

Material parameters, 15, 23, 129

Maximum ADVANCE current in core-diode shift
register, 56

Maximum in $(t), 107, 115
Measure@ent of flux, 83, 86, 88, 95, 107, 121

circuit,
curves of ¢(F), 84, 86, 87-88
Ad;s, 84, 104, 126

Mechanism of switching, 111, 115
Mercury relay pulser, 85, 86

Minimum ADVANCE current in core-diode shift
register, 56, 71, 74

Mode of operation in core-diode shift register:
analysis, 59-60
computation, 62
computer program:
Mode 1, 64-65 160
Mode 2, 65-66, 160-161
Mode 3, 66-67, 161

Modifications of parabolic switching model, 8, 81,
93, 94, 127, 130

Negative:
omains, 93, 97, 115
F effects, 89
remanence, 83,

-Newton’s method for solving f(x) = O:

basic relation,

core-diode shift register computation, 61-62, 65-67
loaded-core computation, 43

modi fied relation, 42

No-load switching—see Unloaded core switching
Noncoherent rotation, 111

Nonconstant MMF, 125-127, 129, -130

parameters--see Variation of parameters
Nonrectangular drive pulses, 81, 130
Nucleation of domains, 89, 97
Number of turns in drive windings, 85

Numerical solution of differential equations:
core-diode shift register, 61
effect of at/t_, 35-39

loaded core switching, 41-43
unioaded core swilching, 25
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ONE in core-diode shift register:
dropout, 56
effect on neighboring stages, 74-75
stable magnitudes, 71, 73-74
transfer, 55-56

Operation of core-diode shift register, 55-57

Outer diameter of core, 83
ratio to inner diameter, 82, 83, 111, 114

Outline for computer programs, 20-21, 28-29, 45-46,

63-68

Outside to inside (OD/ID) ratio:
Core E-6, 23
Core 1-3, 83
Core 1-4, 83
Core J-1, 23

effect on é, 34-35

Parabolic model for inelastic &, 5-9, 93-94, 127
for ¢c, 93-94

Parameters:
core--see Core parameters

initial & gpikes, 10-12, 29
material--see Material parameters
partially set state, 82
switching—see Switching parameters
var%ations of 107, 111, 126, 130
F_, 97, 101, 104, 107, 113-115, 117-118, 120-121,

0’ 124-129
F , 102-104, 127
ps
T, 118
T, 99, 107, 108, 111, 113-118
A, 97, 101, 104, 107, 113-115, 117-118, 120-121
124-129
v, 107, 113, 115, 117-118, 120, 125-129
¢, 93-95, 99-107, 108, 125-127
b, 82, 93, 102, 104, 118, 121, 124-127, 130

PARTIAL-SET pulse, 84

Partially demagnetized state, 81
Partially set state, 82, 83
Past history effects, 83

Peak é, 5 .
computation of in ¢(F,¢) PROCEDURE, 20

Peaking time, 95, 101
Polarity of TEST pulse, 81, 82, 84

PROCEDURE, 16-17
i,(t), 69, 140
Max (A,B), 139
Min (A,B), 139
Min 3(A,B,C), 140
(F,¢):

computation steps, 18-20
¢, and ¢, 19-20

% and ¢;, 20

¢ and @', 20
core parameters, 17-18
input-output, 16-17
outline, 20-21

INDEX

Program, computer--see Computer program

Pulse:
duration, 86
sequence, 83-84
Pulsers, 85-86

Radial variations of H, 82
Radius of cores, 83
Ramp drive, loaded core, 50-51

Ramp-F, unloaded core:
computed vs. experimental:
Core E-6, 31, 36
Core J-1, 32, 36
switching parameters, 35-36
switching time, approximate, 26

Random switching, 89, 97-98
Range of ADVANCE current in core-diode shift
register, 56-57, 71, 74

Ratio:
outer-to-inner radius of cores, 82, 83,
surface-to-volume of cores, 82, 114
@y to ¢¥. 99

Receiver in core-diode shift register:
basic switching equation, 59
computed flux switching, 70, 72
receiving information, 55-56

Re-entrant ¢(F) curve, Core I-3, 97-98
Reference, voltage, 86, 87

111,

121

Reflections in transmission line,

Regions in ¢ (F), 111, 114, 124
coalescence, 118, 124

Relaxation time of ¢(t), 99, 102, 121

Rise time of pulses, 85, 86
TEST pulse, 104, 118

Rotation, noncoherent,

111

Saturation magnetization, 129
Sech? function for ¢(t), 82, 97, 99, 106

graticule of camera,

5
parabolic model of, 93-96,-126, 127, 129

Second-order integrator, 86, 87

Sequence of computation:
core-diode shift register, 64-68
loaded core switching, 43-45
unloaded core switching, 27-28

&(F,¢) PROCEDURE, 18-20
Sequence of pulses, 83, 84
Sense winding, 85
Shape of $(t), 93, 96-97
Shift register, core-diode:

analysis of, 57-60

assumptions, 57-58
basic equations, 58-59

equivalent circuit, 58
information pattern, effect of, 74-75
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Shift register, core-diode--continued - elastic, 10
modes of operation, 59-60 inelastic, 11-12
slow switching assumption, 58-59 leg element, 13-14
computation: . .
back flux transfer, 67-68 Switching speed, 107, 118, 124
conditions, 62 Switching time, 107, 118

convergence, 62
flux gain, 68
method of, 60-63

Switching time, approximate:
core-diode shift register, 63
unloaded core:

mode switching, 62
Newton’s method, 62 ::zp g’ gg
steps, 64-68 P. .
computed and experimental time variables, 68-70 Synchronization of pulses, 86

computed results:
back A$ transfer, 71, 74
flux-gain curves, 71, 73
range of ADVANCE current, 71-74 .
stable ONEs and ZEROs, 71, 73-74 Tail in ¢(t), 121,
#(F) of transmitter and receiver, 71-72 Tapered leg, 81
computer program, outline, 63-68

back flux transfer, 67-68 Telemeter T-5 material, 23, 82, 87, 130
flux gain, 68 Tem :
i : perature:

moge sw1gzhégg, 64 control of, 87

Mgd: %’ 65:66 experiment, 23, 87

Mode 31 66-67 Termination:

switching time, approximate, 63 switching, of, 93, 128

time element, 64 transmission line of, 85
flux gain, 56, 60 -
information pattern, effect of, 74-75 TEST Pulse, 82-84
loop currents, 58-59, 70 Thermistor, 87
maximum ADVANCE current, 56, 57 Thick core (or leg):

i g):
SﬁglggzpﬁexANgg current, 56, 71, 74 division into leg elements, 12-13
operation, 55-57 computation of ¢, 12-15

range of ADVANCE current, 56-57

rise time of ADVANCE current, effect of, 57 Thin-ring cores, 107

transfer of information, 55-56 Threshold MMF, lowering and rounding of, 89
ZERO bu}ldup, 56, 57 Time element At in numerical solution, 26
Slope of ¢ (F) curves, 108, 115 core-diode shift register, 60-61

effect of, 35-39

Speed of switching, 107, 124
peed of switching Toroidal geometry, 82

S-shape ¢(F), 47, 52-53

Transfer of information in a core-diode shift register,

Static ¢(F) curve, 7-8, 87, 89 55=-56

computation of, 19-20 L. . L

of leg element, 14 Transition between regions in ¢ (F), 111, 112, 128
Static —¢(F)-limited parabolic model, 6-9 Transmission line, 85, 86
Statistical variation of cos &, 129 Transmitter in core-diode shift register:
S . basic equations, 59

tgﬁ;fﬁ Cehi : computed flux switching, 70, 72

g switching, 125-127 flux state transfer, 55-56
2132;12222516;2. 22-24t 4 flux switching effect:
- _computed: back &p transfer, 74
Core E-6, 30, 33 flux gain, 73

Core J-1, reference, change of, 58
Step drive loaded core, 39-40, 48-49 Turns in winding, number of, 85
Surface of core, 114
Surface-to-volume ratio, 82, 111, 114
Switching flux—see Flux switching

. ) 1 i ting, , 83, 4
Switching models, further improvements, 77-78, 81, 93 Ultrasonic cutting, 82 11

physical, 129 Uniform H field, 85
Switching parameters: Unloaded core switching:

Core E-6, 23 computation:
Core J-1, 23 method of, 25
effect of decaying F on, 54 sequence of, 27-28
effect of ramp-F on, 35-36 switching start, 26
inelastic, 5 computed @{F):
initial, 10-12 ramp F, 37

step F, 34
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Unloaded core switching--continued

computed vs. experimental ¢
Core E-6, 30-31, 36
Core J-1, 32, 36
computer program outline, 28-29
drive,
effect of OD/ID, 34-35
effect of at, 35-39
experiment, 22, 24
ramp-F switching parameters, 35-37

Variation in:
domain wall velocity, 129
F,—see Constant MM¥
parameters-—-see Parameters, variation of

t, 95, 101

Mg» 99
Velocity of domain walls, 129
Vertical section in ¢(F), 99
Voltage reference, 86, 87

Waveform, drive MMF, 22, 24
Waveforms of ¢(t), 93-106
Windings, 40, 68, 85

ZERO in core-diode shift register:
back transfer, 71, 74
buildup to ONE, 56
means against, 57
stable magnitudes, 71, 73-74
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